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Abstract. ElectroAeroDynamic (EAD) propulsion has recently shown a growing interest with distinct propulsive capabilities and specific advantages. These experimental observations are therefore driving interest for numerical predictions of their propulsive capabilities. Keeping with a drift region description associated with Kaptzov approximation of the corona discharge region effect, we evaluate the detailed contributions of EAD forces from electro-drift effects computation only. We propose a new regularization procedure for the numerical formulation of the electro-drift problem, allowing the convergence of the resulting iterative procedure (here a Newton method) over very large domains, using iterative adapted meshes in high gradient regions. Our predictions show a good comparison with many experimental configurations, both for the current/intensity and the propulsive force. In some cases, we identify the air drag and the Kaptzov approximation to explain discrepancies with experimental measurements. Finally, we confirm optimal configurations for staggered emitters and collectors arrays, consistently with previously reported experimental results.
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1. Introduction

Ionic wind generation leading to Aero-Electro-Dynamic (AED) propulsion has regain interest in the recent years from various experimental observations [1, 2, 3, 4, 5, 6, 7, 8, 9] demonstrating distinct propulsive capabilities. Indeed, AED propulsion display a much better Thrust to Power ratio than thermal engines [2, 5], by a factor 5 to 10 (from 10 to 20 N/kW, as compared to 2 N/kW for jet propulsion). Albeit limited by poor thrust density and efficiency [10, 11, 12, 2], it has the very specific advantage of being almost silent and environmental friendly. The recent first autonomous ionic wind flight of a five-meter wingspan drone [13] has opened new applicative prospects. Furthermore, it has been shown that Ionic wind propulsion is able to sustain the stationary flight of gliders such as Solar-Impulse II [7]. Hence, further
investigations of AED propulsion systems for various applications are necessary. The interest of numerical modeling in this new aerodynamic propulsion domain results from its capability of exploring many geometries so as to guide and improve better propulsive performances. Furthermore, in order to design the best architectures for these new propulsive systems, there is a need for reliable numerical predictions [14, 15, 16, 17, 18, 19, 9]. Previous numerical studies were most often performed with commercial codes [14, 15, 16, 18, 19, 9]. Nevertheless, the number of numerical studies and their cross validation with experiments are scarce in the area because of various difficulties: finite size effects, influence of poorly defined boundary conditions, convergence difficulties in large domains, modeling issues associated with various phenomena such as corona discharge, turbulence modeling,... Few numerical predictions have been compared with experimental measurements in the very same configurations, as in [7, 9], in order to assess and analyse the modeling predictability and limitations. The purpose of this contribution is to provide such comparison in various emitter/collector configurations, so as to demonstrate how much a drift-region numerical modeling of AED can be predictive of propulsive effects.

The paper is organized as follow. In section 2.1 we detail the theoretical formulation, the dimensionless version of which, given in 2.2 leads to variational formulation described in 2.3. A new regularization of the problem is given in 2.4 whilst its numerical implementation, test and validation is detailed in section 3. Section 4 provides a detailed comparison of our predictions with several experimental configurations of the literature for single emitter/single collector in 4.2, single emitter/two collectors in 4.3, two emitters/two collectors in 4.4 and finally arrays of emitters and collectors in 4.5.

2. Method

2.1. Theoretical formulation

2.1.1. Constitutive equations and boundary conditions The governing equations adopted here are the Poisson problem for the electric potential $\phi$ [V \cdot m],

$$\Delta \phi = -\frac{\rho}{\varepsilon_0},$$

(1)

$\varepsilon_0$ being the dielectric permittivity of free space. Charge density $\rho$ [C/m$^3$] conservation (positive charges are considered here for a positive corona discharge),

$$\nabla \cdot (\mu \rho \nabla \phi - D_\rho \nabla \rho) = 0,$$

(2)

with $\mu$ the charge mobility [m$^2$/V $\cdot$ s] and $D_\rho$ [m$^2$/s], the charge diffusivity. These equations will be solved in a numerical two-dimensional (2D) domain $\Omega$. 
Figure 1: Sketch of the various configurations studied in this paper: (a) one emitter/one collector (1E/1C) configuration with domain boundaries and notations. (b) 1E/2C configuration where $s$ denotes the spacing between the collectors. (c) 2E/2C with finite domain having Neumann lateral boundary conditions (d). nE/nC periodic configurations (dotted lines stands for periodic Boundary conditions). Note that $D$ denotes the minimum longitudinal distance between emitters and collector (and not the centre-to-centre distance). The emitter with radius $r_e$ is represented with a tiny red spot with shade area around it to depict the glow discharge region, the boundary of which is denoted $\Gamma$. The collectors are the black circles with radius $R_{col}$.

As in many other contributions, [20, 21, 18, 9] we omit the description of the corona discharge, and only use effective boundary conditions applied at a circle $\Gamma$ corresponding to the outer bound of the corona discharge region. Noting $V$ the tension applied between the electrodes, we will consider the following boundary conditions at surface $\Gamma$ for emitter and surface $\partial \Omega^c$ for collector:

$$\varphi|_{\Gamma} = V \quad (3)$$
$$\varphi|_{\partial \Omega^c} = 0 \quad (4)$$

For every other external boundaries $\partial \Omega^E \equiv \partial \Omega^{Eu} \cup \partial \Omega^{Es} \cup \partial \Omega^{Ed} \cup \partial \Omega^{Ei}$ (where index $u, s, d, i$ stands for upstream, superior, downstream, inferior) we will consider two classes of boundary conditions (i) zero electric field imposed and absence of charges leaks at lateral boundaries :

$$\nabla \varphi \cdot n|_{\partial \Omega^E} = 0 \quad (5)$$
$$\nabla n \cdot n|_{\partial \Omega^E} = 0 \quad (6)$$

or, (ii) periodic boundary conditions pairing $\partial \Omega^{Es} \& \partial \Omega^{Ei}$ in the case we consider a
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periodic set of emitters and collectors together with boundary conditions (5) & (6) for \(\partial \Omega^{E_u} \cup \partial \Omega^{E_d}\).

2.1.2. Kaptzov approximation

A standard approximation used in the field (e.g.\cite{22, 20, 18, 9}) is to consider that an imposed electric field independent of the applied potential difference holds nearby the emitter. This Kaptzov hypothesis has been recently theoretically justified and asymptotically holds for axi-symmetrical configuration \cite{23}. For non axi-symmetric situations it is an approximation and some improved boundary conditions have been proposed in some cases \cite{24, 25}. More complex description of the corona discharge physics are possible (e.g.\cite{26}) but very difficult to handle in complex electrode configurations. Peek \cite{27} law is used for a cylindrical wire in air at atmospheric pressure

\[
E_{Peek} = 3.1 m \delta \left(1 + \frac{0.308}{\sqrt{r_e \delta}}\right),
\]

where \(r_e\) the emitter radius (in cm), \(m\) a parameter describing the roughness effect (\(m = 1\) for a smooth wire), \(\delta\) is the air density (\(\delta = 1\) at atmospheric pressure and reference temperature). Alternatively we also use a more general formula derived in \cite{23} for any gas at arbitrary pressure and temperature

\[
E_a = E_{ief} \left[ W_0 \left(\frac{r_e \beta_{ef}}{m (1 + \gamma^{-1})}\right)\right]^{-1},
\]

where \(W_0\) is the principal Lambert function, \(E_{ief}\) the ionisation electric field of the gas at the given pressure and temperature, \(\beta_{ef}\) the pre-factor of the Townsend ionization coefficient and \(\gamma\) the photo-ionization coefficient (cf. \cite{23} for more details). Thus, in the following, we set the Kaptzov approximation at \(\nabla \phi \cdot \mathbf{n} \big|_\Gamma = E_a\)

with \(E_a\) either given by \((7)\) or \((8)\). Since the Kaptzov condition is by essence a matching condition for the outer problem governing the plasma dynamics in the drift region and that the inner discharge region in the vicinity of the emitter is not resolved, it remains unclear if this condition should be applied directly at the boundary of the emitter \(\partial \Omega^e\), or at some artificial contour \(\Gamma\) considered as the outer bound of the discharge region; for instance a circle of radius \(r_\Gamma = \alpha r_0\) as sketched in figure 1a. We tried this second approach and considered several values of \(\alpha\), leading to minor improvement of matching with experiments in some cases, but could not find a universal value \(\alpha\) leading to improvement in all cases. Hence, we finally decided not to introduce such an arbitrary parameter, and identified the numerical bound of the drift region \(\Gamma\) with the boundary of the emitter \(\partial \Omega^e\).

2.1.3. Force and Intensity

Most experimental studies available in the literature have reported the current intensity and propulsive thrust. We now discuss how these quantities can be deduced from the solution of the electrostatic problem.

First, the current intensity \(I\) (per unit length in the span-wise direction) is

\[
I = \mu \int_{\Gamma} \rho \nabla \phi \cdot \mathbf{n} \equiv -\mu \int_{\partial \Omega^e} \rho \nabla \phi \cdot \mathbf{n}. \quad [I/m]
\]
Note that the possibility to evaluate the current either at the emitter (first integral over $\Gamma$) or at the collector (second integral over $\partial\Omega^c$) provides a consistency check for our computations. In the results we found that the two expressions coincide within less than 0.5%. This means that our computations are free from charge leak over the external boundaries $\partial\Omega^E$. Note that such charge leaks exist in experiments, and some numerical studies have sometimes introduced them in their boundary conditions so as to better match with their measurements [9].

Secondly, from the action/reaction principle, the total Electro-AeroDynamic (EAD) force exerted on the gas equals the propulsive force exerted onto the device [28]. This EAD force $\mathbf{F}_{EAD}$ (per unit length in the span-wise direction) can thus be obtained from integrating local Coulomb force $f_C = \rho \mathbf{E}$ over the 2D domain:

$$\mathbf{F}_{EAD} = \int_\Omega f_C d\Omega = -\int_\Omega \rho \nabla \varphi d\Omega. \quad [N/m] \quad (11)$$

As such, one can not distinguish where this propulsive force acts among the various solid parts of the aeroplane (here restrained to the emitter wire and the collector only). Such a decomposition of the propulsive force can nevertheless be obtained noting that $f_C$ corresponds to the divergence of the Maxwell stress tensor

$$f_C = \nabla \cdot \sigma^M = \nabla \cdot \varepsilon_0 \left( \mathbf{E} \times \mathbf{E} - \frac{E^2}{2} \mathbf{I} \right) \quad (12)$$

with $\mathbf{I}$ the identity tensor. Applying the divergence theorem to (11) and using (12), we get

$$\mathbf{F}_{EAD} = \varepsilon_0 \int_{\partial\Omega} \left( (\mathbf{E} \cdot \mathbf{n})\mathbf{E} - \frac{E^2}{2} \mathbf{n} \right) dS \quad (13)$$

The domain boundary decomposes into $\partial\Omega = \partial\Omega^E \cup \partial\Omega^c \cup \Gamma$ but the contribution over $\partial\Omega^E$ cancels from the boundary conditions choice. Hence the various contributions of the propulsive force on the emitter and the collector result from the evaluation of the surface integral (13) over $\Gamma$ and $\partial\Omega^c$. Again, the ability to compute the EAD thrust either from a surface integral or from a boundary integral provides a consistency check for the numerical method, and results obtained with our code using (13) and (11) always agree within less than 0.5%.

### 2.2. Dimensionless formulation

We use $R_{col}$ as a the reference length scale, so that the dimensionless collector radius $\hat{R}_{col} = 1$. Apart from geometrical parameters $\hat{r}_0 = r_0/R_{col}$, $\hat{D} = D/R_{col}$, the problem involves a single dimensionless parameter which can be defined as

$$\hat{\varphi}_a = \frac{V}{R_{col} E_a} \quad (14)$$

with $E_a$ given in section 2.1.2 by (7) or (8). We introduce nondimensional variables as follow:

$$\hat{\varphi} = \frac{\varphi}{\varphi^*}, \quad \text{with} \quad \varphi^* = V, \quad (15)$$

$$\hat{\rho} = \frac{\rho}{\rho^*}, \quad \text{with} \quad \rho^* = \frac{\varepsilon_0 V}{R_{col}^2}. \quad (16)$$
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Dimensionless form of (1) and (2) reads

\[ \hat{\Delta} \hat{\phi} = -\hat{\rho} \]  
\[ \hat{\nabla}(-\hat{\rho} \hat{\nabla} \hat{\phi} - \frac{1}{Pe} \hat{\nabla} \hat{\rho}) = 0 \]  

where \( \hat{\nabla} \) and \( \hat{\Delta} \) are the gradient and Laplacian operators expressed in terms of the non-dimensional variables, and where the electro-convective Péclet number is defined as \( Pe = \mu VR_{col}/D_\rho \). In this problem \( Pe \gg 1 \) [29, 30, 28], so that (18) is strongly hyperbolic dominated. Dimensionless boundary conditions (3) and (4) then read

\[ \hat{\phi}|_\Gamma = 1 \]  
\[ \hat{\phi}|_{\Omega^C} = 0. \]  

For external boundary conditions, the dimensionless formulation is identical as (i) and (ii) given at the end of section 2.1.1 hence, not repeated here. The Kaptsov boundary condition leads to

\[ \partial_n \hat{\phi}|_\Gamma = (\hat{\phi}_a)^{-1} \]  

Both current and force can be computed from their dimensionless counterpart following formulas

\[ I = \mu \varphi^{*} \rho^{*} R_{col} \int_{\Omega} \hat{\rho} \hat{\nabla} \hat{\phi} \cdot \hat{n} = \mu \varphi^{*} \rho^{*} \hat{I} \]  
\[ F_{EAD} = \int_{\Omega} \rho \hat{\nabla} \varphi = \varphi^{*} \rho^{*} R_{col} \int_{\Omega} \hat{\rho} \hat{\nabla} \hat{\phi} = \varphi^{*} \rho^{*} R_{col} \hat{F}_{EAD} \]  

These expressions are useful to produce sensible quantities to compare with experiments. Furthermore, the dimensionless formulation of the surface integral (13) is

\[ F_{EAD} = \varepsilon_0 \frac{\varphi^{* 2}}{R_{col}} \int_{\partial \Omega} \left( \hat{E} \cdot \hat{n} - \frac{\hat{E}^2}{2} \hat{n} \right) dS \]  

2.3. Variational formulation

To set the problem into a variational formulation, we multiply (17) by a test function \( \varphi^\dagger \) and integrate over the domain \( \Omega \). We incorporate the boundary condition (4) by a penalization technique, by integrating over the boundary \( \partial \Omega^C \) and multiplying by a large number \( 1/\varepsilon_p \). This leads to:

\[ \forall \varphi^\dagger, \quad \int_{\Omega} \varphi^\dagger \hat{E}_a - \int_{\Omega} \hat{\nabla} \varphi \hat{\nabla} \varphi^\dagger + \int_{\Omega} \hat{\rho} \varphi^\dagger + \frac{1}{\varepsilon_p} \int_{\partial \Omega^C} \varphi^\dagger \hat{\phi} = 0 \]  

Similarly, multiplying (18) by a test function \( \rho^\dagger \) and integrating over the domain leads to:

\[ \forall \rho^\dagger, \quad \int_{\partial \Omega} \rho^\dagger \left( \hat{\rho} \hat{\nabla} \hat{\phi} + \frac{\hat{\nabla} \hat{\rho}}{Pe} \right) \cdot \hat{n} - \int_{\Omega} \left( \hat{\rho} \hat{\nabla} \hat{\phi} + \frac{\hat{\nabla} \hat{\rho}}{Pe} \right) \hat{\nabla} \rho^\dagger = 0 \]  

Note that owing to the penalization method, the boundary condition (4) is only imposed in a weak way: Eq. (25) is actually equivalent to (17) with a modified
boundary condition \( \hat{\phi} + \varepsilon p \cdot \hat{\nabla} \hat{\phi} = 0 \). We select \( \varepsilon = 10^{-30} \) so that in practice the boundary condition is correctly verified. The same method cannot be used to enforce the boundary condition at the emitter as an integral over \( \Gamma \) is already present in (25).

Inspired by [29] we introduce the Lagrangian multiplier

\[
\lambda = \left( \hat{\rho} \hat{\nabla} \hat{\phi} + \frac{1}{Pe} \hat{\nabla} \hat{\rho} \right) \cdot n. \text{ on } \Gamma
\]

From the null contribution of \( \partial \Omega^E \) boundaries, using (27) in (26) leads to

\[
\forall \rho^\dagger, \int_{\hat{\Gamma}} \rho^\dagger \lambda + \int_{\partial \hat{\Omega}^c} \rho^\dagger \left( \hat{\rho} \hat{\nabla} \hat{\phi} + \frac{\hat{\nabla} \hat{\rho}}{Pe} \right) \cdot n - \int_{\hat{\Omega}} \hat{\nabla} \rho^\dagger \cdot \left( \hat{\rho} \hat{\nabla} \hat{\phi} + \frac{\hat{\nabla} \hat{\rho}}{Pe} \right) = 0 \tag{28}
\]

Boundary condition (19) is then enforced by introducing a test function \( \lambda^\dagger \), leading to:

\[
\forall \lambda^\dagger, \int_{\Gamma} \lambda^\dagger \left( \hat{\phi} - 1 \right) = 0 \tag{29}
\]

2.4. Regularization

As in [21] we encountered difficulties for the Newton iterations to converge. We found convergence very sensitive to the mesh discretization and refinement at the emitter nearby \( \Gamma \), as well as to the field discretization choice (as illustrated in next section). As identified by [21], the problem can be associated to the strongly hyperbolic nature of the problem. Our formulation already contains a diffusion term with small amplitude \( 1/Pe \) which makes the problem formally elliptic and therefore can be expected to act as a stabilization term, but this term does not seem sufficient to fully stabilize the formulation.

To overcome those difficulties we propose a new regularization method, which consists of replacing condition (19) over \( \Gamma \) by

\[
\hat{\phi}|_{\Gamma} = 1 + \varepsilon \lambda \frac{\partial^2 \lambda}{\partial s^2} \tag{30}
\]

where \( s \) stands for the curvilinear coordinate along \( \Gamma \). Variational form of (30) then reads

\[
\forall \lambda^\dagger, \int_{\Gamma} \lambda^\dagger \left( \hat{\phi} - 1 \right) + \varepsilon \lambda \int_{\Gamma} \frac{\partial \lambda}{\partial s} \frac{\partial \lambda^\dagger}{\partial s} = 0 \tag{31}
\]

Equations (25), (28) and (31) are discretized using finite elements and the resulting non-linear problem is solved using a Newton method (detail are given in Appendix C). Mesh generation and adaptation, as well as resolution of the variational problems is performed using FreeFem++ version 4.5 [31]. Loops over parameters and generation of figures are done in the Matlab environment thanks to the drivers of the StabFem project [32].

3. Numerical validations

This section provide various validation tests. The sensitivity of the mesh refinement nearby the emitter, the advantages of using mesh refinement, the choice of finite-element polynomial base for each field, and the effect of regularization terms are analyzed.
3.1. Axi-symmetric test cases

We illustrate in Fig. 2 the interest of the regularization technique introduced above. Without regularization, the convergence is difficult to reach. If successful the resulting solution displays a very irregular ion density distribution characterized by radial "spikes" (Cf. Fig. 2(a). The introduction of regularization completely suppresses this spurious numerical issue (Fig. 2(b)).

![A figure showing ion density and electric potential](image)

**Figure 2:** Ion density $\rho$ (colors) and electric potential $\varphi$ (iso-levels) computed (a) without regularization term ($Pe = 10^5; \varepsilon_\lambda = 0$) and (b) with regularization term ($Pe = 10^8; \varepsilon_\lambda = 10^{-5}$).

We also performed several tests in order to investigate which combination over finite element discretization $P_k, k = 1, 2, 3$, could provide the best precision, and finally reached the conclusion that $(P_3, P_2, P_1)$ for $(\varphi, \rho, \lambda)$ is the best choice, i.e the one chosen in Fig B1(Cf. Appendix B).

3.2. 1E/1C test case

This section illustrates the numerical predictions in a one emitter/one collector (1E/1C) configuration. We select the geometry with $r_e = 50\mu$, $R_{col} = 15mm$, $D = 30mm$, a configuration considered experimentally in [3]. As previously explained, lengths are non-dimensionalized so that the collector radius is unity. The domain full dimension $L \times L$ is chosen as being two-hundred times the collector one, i.e $L = 200$ in order to avoid finite size effects. We test many intermediate values for $L$ whilst estimating quantities of interest (e.g current intensity, thrust etc.) and we found that for $L > 15D$, the finite domain effect was smaller than 0.5%. Figure 3 displays the structure of the solution (ion density, electric potential and electric field). Plot 3(a) is very close to the onset voltage leading to ionization, here $V = 6.47kV$ (or $E_a = 38.5$, $\varphi_a = 0.026$ in dimensionless variables). Up to this value, the ion density becomes non zero. Figure 3(b) is for $V = 20kV$ ($E_a = 12.45$, $\varphi_a = 0.080$), for which the corona discharge is triggered, so that a flux of ions is expelled from the emitter down to the collector.
Figure 3: Ion density $\dot{\lambda}$ (color levels), electric potential $\phi$ (iselines) and electric field $E$ (vectors) corresponding to 1E/1C case with $r_e = 50\mu m$, $R_{col} = 15mm$, $D = 30mm$, for (a) $V = \phi_a = 6.47kV$ very close, and above the onset voltage (b) $V = 20kV$ where the corona discharge is triggered.

Figure 4(a) displays the computed dimensionless electric current $\dot{I}$ versus the dimensionless voltage $\phi_a = V/(R_{col}E_a)$. As expected, the current is non-zero only above the threshold voltage. In fact, figure 4(a) depicts both the current emitted at emitter and the one collected at collector, but since they are very close (differing by less than 0.1%) the two curves can hardly be distinguished.

Figure 4(b) displays the Electro-AeroDynamic force $T_{EAD}$. As explained in sec. 2.1.3 it is possible to distinguish its respective contribution onto the emitter and the collector, using (13) both being displayed in Figure 4(b). Below the threshold, the two forces cancel resulting in a zero net force. In this range of operation, since there is no ion density, the electric charge on the emitter is exactly the opposite of the one at the collector. These mirror opposite charges exert onto each other an opposite force, the sum of which being zero. On the other hand, above the threshold (FP-LDF PLEASE GIVE VALUE HERE) [33], the figure indicates that the force exerted on the collector is enhanced whilst the one on the emitter is decreased, leading to a net force in the positive direction. In this range, the negative charge is still located uniquely by the collector, while the positive charge is located in parts on the emitter and in parts into the plasma. It is hence not surprising that the force exerted onto the emitter is reduced. Overall, the most dominant contribution of the propulsive force acts at the collector, as also found in [16].

3.3. Effect of regularization terms $\varepsilon_\lambda$ and Pe

We now detail the effect of the regularization terms presented in our formulation, in order to select relevant values for the associated parameters.

Figure 5 displays the values obtained for the intensity and force when varying the parameter $\varepsilon_\lambda$. As can be seen two different regimes are obtained, with a transition in the range $\varepsilon_\lambda \approx 10^{-9}$. Moreover, for $\varepsilon_\lambda \leq 10^{-11}$, the computation does not converge
Figure 4: (a) Dimensionless intensity versus dimensionless applied voltage for 1E/1C case with \( r_e = 50 \mu m \), \( R_{col} = 15 mm \), \( D = 30 mm \). (b) Dimensionless electroAeroDynamic force versus applied voltage for the same configuration, and contributions of both electrodes.

Figure 5: Effect of the regularization parameter \( \epsilon_\lambda \) and \( Pe \) on the computed solutions. (a) Emitted Current (b) Complete Thrust.

any more, except if the Péclet number remains moderate. Since the values of force and intensity are notably different in both regimes, we analyse the structure of the ion density in the vicinity of the emitter in order to identify which ones corresponds is physically relevant. Figure 6 shows that with \( \epsilon_\lambda = 10^{-8} \) the ion density remains isotropic in the vicinity of the emitter, while \( \epsilon_\lambda = 10^{-12} \) this almost isotropic behaviour is broken leading to an almost dipolar ejection of charges. This second solution is non-physical regarding the known mono-polar character of the charge ejection nearby the emitter. To make sure to remain in a physical regime, we selected the value \( \epsilon_\lambda = 10^{-4} \) for all our computations. Finally, figure 5 also illustrates the effect of the second regularization number \( Pe \) on the results. The results show that an asymptotic regime is obtained for \( Pe \geq 10^4 \). In the sequel we stick to the value \( Pe = 10^4 \) which warranties that this parameter has no effect on the results. Note that the value \( Pe = 10^4 \) is certainly much smaller than the physical value based on the ion diffusivity. However,
Figure 6: Effect of the regularization parameter $\varepsilon_\lambda$ on the structure of the computed solutions nearby the emitter. Same conventions as Fig 3. (a) $\varepsilon_\lambda = 10^{-8}$ (b) $\varepsilon_\lambda = 10^{-12}$.

since in our code this parameter plays mostly the role of a stabilization term, there is no issue using a value closer to a real physical value.

4. Comparison with experiments

4.1. Axi-symmetric configurations

Experimental results are available in the literature considering axi-symmetric configurations [34, 30, 35]. A comparison of our computations with the available data is presented here. Of course, this geometry does not lead to any thrust force, so we only compare results for the current intensity.

As can be seen in Fig. 7, the numerical solution provides very accurate predictions to the experiments. This conclusion is similar to that of (8) who used the analytical solution of the problem recalled in appendix A. The various gas conditions and their respective parameters are provided in Table 1. In the table, we also provide the predictions of the discharge electric field predicted by Eqs. (7) (Peek’s classical law) and (8) (asymptotic prediction from [23]). In air, the two expressions give comparable values up to 3%. In other gaz, Peek’s prediction is not applicable, so the value is given as indicative in parentheses. The asymptotic prediction of [23] differs by up to 13% in $N_2/CH_4$ gaz mixture. In the sequel, we use formula (8).
Table 1: Geometry and gas parameters for experimental references (axisymmetric configurations).

<table>
<thead>
<tr>
<th>Ref.</th>
<th>gaz</th>
<th>Air</th>
<th>O₂</th>
<th>N₂</th>
<th>98N₂ + 2CH₄</th>
</tr>
</thead>
<tbody>
<tr>
<td>r&lt;sub&gt;col&lt;/sub&gt; [m]</td>
<td>1.03 · 10⁻⁴</td>
<td>1.1 · 10⁻⁴</td>
<td>8 e⁻³</td>
<td>8 · 10⁻³</td>
<td></td>
</tr>
<tr>
<td>r&lt;sub&gt;τ&lt;/sub&gt; [m]</td>
<td>7 · 10⁻⁴</td>
<td>6.25 · 10⁻⁵</td>
<td>6.25 · 10⁻⁵</td>
<td>6.25 · 10⁻⁵</td>
<td></td>
</tr>
<tr>
<td>E&lt;sub&gt;i&lt;/sub&gt; [V/m]</td>
<td>2.09 · 10⁷</td>
<td>1.99 · 10⁷</td>
<td>2.12 · 10⁷</td>
<td>2.16 · 10⁷</td>
<td></td>
</tr>
<tr>
<td>β [m⁻¹]</td>
<td>7.20 · 10⁷</td>
<td>1.15 · 10⁷</td>
<td>6.35 · 10⁷</td>
<td>7.26 · 10⁷</td>
<td></td>
</tr>
<tr>
<td>γ</td>
<td>2 · 10⁻³</td>
<td>1 · 10⁻⁶</td>
<td>5 · 10⁻⁴</td>
<td>4 · 10⁻⁸</td>
<td></td>
</tr>
<tr>
<td>μ&lt;sub&gt;p&lt;/sub&gt; [m² V⁻¹ s⁻¹]</td>
<td>1.86 · 10⁻⁴</td>
<td>2.47 · 10⁻⁴</td>
<td>2.25 · 10⁻⁴</td>
<td>1.56 · 10⁻⁴</td>
<td></td>
</tr>
<tr>
<td>E&lt;sub&gt;peck&lt;/sub&gt; [kV/mm]</td>
<td>6.71</td>
<td>(15.2)</td>
<td>(15.2)</td>
<td>(15.2)</td>
<td></td>
</tr>
<tr>
<td>E&lt;sub&gt;a&lt;/sub&gt; [kV/mm]</td>
<td>6.48</td>
<td>14.7</td>
<td>15.7</td>
<td>17.1</td>
<td></td>
</tr>
</tbody>
</table>

Figure 7: Comparison between prediction (continuous red line) and measurements (green dots) for current Intensity \( I \) versus applied voltage \( V \) (here \( r_T = r_\tau \)) for various gas composition.
4.2. 1E/1C configurations

We now present results of our numerical modeling for a number of 1E/1C (single emitter/single collector) for geometrical parameters corresponding with experimental databases from the literature [3, 4, 7]. As for the electric field at the emitter, we used either the Peek law (7) or the asymptotic formula (8) with values of $E_{ie}$, $\beta_f$ and $K = \log(1 + \gamma^{-1})$ given by [36] which, according to [23], give very similar results in the range $r_e \in [10 \mu m, 50 \mu m]$. In all cases, we set the ion mobility to $\mu = 2 \cdot 10^{-4} \text{m}^2 \text{V}^{-1} \text{s}^{-1}$. In fact we found in the literature various value reported from $\mu = 1.554 \cdot 10^{-4} \text{m}^2 \text{V}^{-1} \text{s}^{-1}$ [5] to $\mu = 3 \cdot 10^{-4} \text{m}^2 \text{V}^{-1} \text{s}^{-1}$ [4]. This is because the ion mobility depends on the electric field [37]. In the considered range of electric field $E$ (from $1.10^6$ to $1.10^7 \text{V/m}$) it reduces from about $2 \cdot 10^{-4}$ down to $5.10^{-5} \text{m}^2 \text{V}^{-1} \text{s}^{-1}$. In the present contribution we have kept a constant mobility as a first approximation, as done in many other contributions [14, 15, 16, 17, 18, 19, 9]. Rather than trying to adjust this parameter to fit each experimental dataset, we prefer to adopt an intermediate value for all cases.

Figures 8a, 9a, 10a and 11a display the computed Intensity-Voltage (I-V) curves and compares with experiments. The comparison shows that the I-V curve prediction matches remarkably well with the experimental measurements. More generally, and, and least for low voltage, the prediction for I-V curves of Figures 9a, 10a and 11a are very good. More precisely, concerning the set $D = 30 \text{mm}$, $R_e = 15$, $r_0 = 50 \mu m$, of Figure 9a, in a subsequent publication [33] indicate a critical voltage for the onset of corona discharge $V_c = 5.86 \text{kV}$. Our computations, performed into a domain size $L = 15 D$ with Neumann boundary conditions indicate a threshold 6.51kV, about 10% larger. Diminishing the domain size to $L = 4D$ and using Dirichlet lateral boundary conditions as in [33] leads to 2% difference, a very satisfactory agreement. Since no fitting parameter are used to obtain these results for which the exact experimental geometrical parameters are used, it is thus interesting to observe that numerical predictions very significantly permit to capture the electrical response of corona discharge from drift-region modeling only, using Kaptzov approximation. More precisely, the maximum observed discrepancy is found for the dataset where $R_{col} = 5 \text{mm}$, $D = 30 \text{mm}$ of Figure 9a where it reaches 25%.

Two arguments may be raised to explain the observed discrepancy. A first explanation is the possible existence of leak currents. Such leak currents are unavoidable in experiments, but they are not present in our simulations considering our choice of boundary conditions. This explanation is consistent with the fact that in most cases the numerical predictions underestimates the experimentally measured currents. A second possibility is the effect of the ion mobility. As explained above, we adopted a value $\mu = 2 \cdot 10^{-4} \text{m}^2 \text{V}^{-1} \text{s}^{-1}$ in all cases. According to (22), the intensity is directly proportional to $\mu$, so a larger effective ion mobility may also explain the underestimation of intensity by our simulations.

Let us now compare the predictions and experimental measurement for the thrust force. Figures 8b, 9b, 10b and 11b display the thrust $T$ per unit length in the span-wise direction versus of either the voltage $V$ or the intensity, depending upon which of these representations is favoured in the experimental references. Although our numerical computations correctly predict the trends in a qualitative way, they over-predict, in every case, the observed thrust. The observed discrepancy remains however moderate and of comparable magnitude in all cases, i.e in between 20 to 30%. In the worst case, for the case $D = 20 \text{mm}$ considered by [3], over-prediction reaches 50% (Figure 8b).
Figure 8: (a) Intensity and (b) Thrust force versus the applied voltage for \( R_{col} = 15\,\text{mm}, \ r_0 = 50\,\mu\text{m} \) and several values of gap \( D \). Comparison with experimental data by Kiousis et al. [3]

Figure 9: Results for 1E1C configuration. (a) Intensity and (b) Thrust force versus the applied voltage for \( D = 30\,\text{mm}, \ r_0 = 50\,\mu\text{m} \) and several values of collector radius \( R_{col} \). Comparison with experimental data by Kiousis et al. [3]

This systematic discrepancy may be attributed to the fact that in experiments, the measured net thrust force \( T \) is not solely the ElectroAeroDynamics thrust \( T_{EAD} \) but also contains an aerodynamic force \( D_{aero} \) corresponding to the drag exerted onto the collector by the ionic wind generated by the electrodynamic force. These forces act in opposite directions \( (T = T_{EAD} - D_{aero}) \) hence it is normal that the total force measured in experiments is smaller than the computed \( T_{EAD} \). Considering that the I-V response prediction is a good indicator of the modeling hypothesis for the electric phenomena, and since the electro-propulsive prediction is a by-product of this electrical modeling, it is very tempting to attribute the observed systematic over-estimation of the propulsive deviation to the aerodynamic drag contribution. However, it is already interesting to observe that keeping with electric computation only, one is able to
Figure 10: Results for 1E1C configuration. (a) Intensity and (b) Thrust force (same legend as (a), hence not duplicated) versus the applied voltage for \( r_c = 6\, \text{mm} \), \( r_0 = 12.5\, \mu\text{m} \) and several values of gap \( D \). Comparison with experimental data by Moreau et al.

provide a relevant estimate of the propulsive thrust.

Predicting the drag \( D_{aero} \) would require resolution of the Navier-Stokes equations with a volumic forcing term corresponding to the Coulomb force. This point falls outside of the scope of the present paper, which focuses only on the electrostatic problem. We can, however, estimate the order of magnitude of this drag using dimensional analysis. Noting \( U \) the order of magnitude of the drift velocity, the order of magnitude of the acceleration term in the Navier-Stokes equations is \( U^2/D \). Equating this order of magnitude with that of the Coulomb force \( \rho^* V/D \) (\( \rho^* \) being the order of magnitude of the ion density estimated here as \( \rho^* \approx \varepsilon_0 (V - V_c)/D^2 \)) leads to the estimation \( U \approx \sqrt{\varepsilon_0 V(V - V_c)/D} \). Assuming an aerodynamic drag scaling as \( D_{aero} = \rho R_{col} U^2 C_d \) where \( C_d \) is a drag coefficient of order one leads to:

\[
D_{aero} \approx \frac{\rho R_{col} \varepsilon_0 (V - V_c)}{D^2}. \tag{32}
\]

Considering the present configurations with \( R_{col} \approx 10\, \text{mm} \), \( V \approx 20\, \text{kV} \), \( V_c \approx 10\, \text{kV} \), \( D \approx 30\, \text{mm} \), these order-of-magnitude estimations lead to \( U \approx 1.4\, \text{m/s} \) and \( D_{aero} \approx 25\, \text{mN} \), which is effectively comparable with the order of magnitude of the observed force. To complete the discussion on 1E/1C configurations, Figures 11(c – d) display the intensity \( I \) and the surface thrust \( T/D \) versus of the equivalent electric field \( V/D \). For both quantities, the collapse of data along a single curve is confirmed as observed in [7]. Here again, apart from a moderate shift in thrust for \( V/D > 6\, \text{kV/cm} \), the scaling and behaviour of the predicted thrust is both physically sound and a fair prediction.

4.3. 1E2C configurations

Here we consider a one emitter//two collectors (1E/2C) configuration (Cf Fig 1b) studied in [7] where the spacing \( s \) between the collectors is a new geometrical parameter. A motivation of this configuration in [7] was to confirm the existence of an
optimal spacing leading to a maximal thrust, and to provide the corresponding gain in performance. Here we compare the predictions for various emitter/collector distances $D = 2, 5, 9\text{mm}$ and one spacing between collectors $s = 8\text{mm}$, the I-V curve, the thrust and the Thrust-to-power ratio with experimental measurements in Figures 12a,b,c,d. Concerning the $I - V$ curve of figure 12a, the comparison between the measurements and the prediction is very good for the shortest distance ($D = 2\text{mm}$), with a slight degradation (25%) for the largest distance at highest potential. Concerning the thrust prediction depicted in figure 12b, a maximum of 10% difference between the numerical predictions and the measurements is observed. This distinct improvement for matching thrust experiments with numerical prediction in this 1E/2C configuration compared to 1E/1C (discussed in the previous section), might again be understood as resulting from a distinct aerodynamic drag. As a matter of fact, it is known from [28] that, since the ionic wind velocity transverse profile downstream from the emitter but upstream from collectors are peaked near the centre, i.e along the horizontal line passing through the emitter, the main momentum transfer to the flow by the charge flux passed in-between the collectors, resulting in a lower drag than in the 1E/1C case. This result in a better prediction when omitting the drag.
Figure 12: Results for 1E2C configurations with $r_c = 5mm$, $r_0 = 25\mu m$, vertical spacing $s = 8mm$ and several values of gap $D$. Comparison with experimental data by Monrobin et al. [7]. All panels a,b,c,d share the same legend as (d), hence, not duplicated.

4.4. 2E2C configurations

We now examine a 2E2C configurations studied in [5] (Cf Figure 1c) in Figures 13 and 14.

Figures 13a,b compare the I-V curve and the thrust with various applied potential and various transverse distances $\Delta$ between the emitter and the collectors. Again, in this case, the matching between predictions and experiments is remarkably good with less than 10% differences for the predicted current as well as the predicted thrust. One can notice in Figure 13b that, for small current, the expected linear scaling $T \sim I$ is found in the numerical simulations, but not in the experiments. It is indeed expected that experimental difficulties arise when trying to evaluate very low currents.

In Figure 14, we plot the computed intensity $I$ and Thrust $T$ versus the electrode spacing $\Delta$ for three separation values. Except in plot 14d, the computations are done considering a constant electric field $V/D = 4.5V/cm$, in order to obtain intensities and thrusts in a similar range. For large $\Delta/D$ ratio, one expects a 'decoupled 1E/1C limit' to arise for which the system behaves as a collection of independent emitter/collector
Figure 13: (a) Intensity versus applied Voltage and (b) Thrust Force versus Intensity for 2E2C configurations, with $r_c = 3.175\text{mm}$, $r_0 = 110\mu\text{m}$, $L = 50\text{mm}$ and several values of vertical gap $H$. Comparison with experimental data by Gilmore & Barrett [5].

pairs. This is indeed what is observed in Figure 14a,b where a plateau is reached at large $D$ values. In the subsequent figure 14c $T_{EAD}$ is rescaled by its value $T_{1E1C}$ in the corresponding 1E/1C configuration, so that one can observe a collapse of the various curves to reach the same plateau value of 2 in the limit $\Delta/D \gg 1$, as expected from the addition of two decoupled 1E/1C configurations. Interestingly, all curves display an overshoot, so that for $\Delta/D \approx [1 - 2]$ the intensity and thrusts of the configuration are larger than those corresponding to two independent pairs. This rescaling of figures 14c also permits to more precisely observe the performance degradation in the opposite limit $\Delta/D \ll 1$, which was initially a motivation of [5] for performing these measurements.

Figure 14(d) presents another rescaling by the thrust for $\Delta/D = 1$, as done by [5]. To fit with this reference, we considered in this case a single tension $V = 38\text{kV}$ rather than a constant electric field. Gilmore & Barrett [5] obtained a least-square fit of their experimental data with the following law (Eq. 4.1 of their paper): $T/T_{\Delta/D=1} \approx 1.02 (1 - e^{-4\Delta/D})$. As shown in figure 14(d), this law also provides a consistent fit to our numerical simulations but for the small overshoot underlined above. Note that in Fig. 5 of [5] overshoots with respect to the main curve can also be noticed for several data sets.

Finally, plots 14(e - f) display the thrust-to-power ratio $T_{EAD}/P$ and the thrust density $T/(\Delta D)$ versus $\Delta$ (again for constant $V/D = 4.5\text{kV/cm}$). On the one hand, the Thrust-to-power ratio is found very poorly sensitive to parameters $D$ and $\Delta$, being in the range $[11.25 - 11.55]\text{mN/W}$ whilst they both vary by a large amount. On the other hand, we found that the thrust density is a decreasing function of $\Delta$. This result differs from the conclusions of [5] who, thanks to a correlation of their data, reached the conclusion that the thrust density is maximized for $\Delta/D \approx 0.41$. This could be due to the fact that we did not include the drag contribution which might degrade the thrust for small spacing. Overall, for 2E/2C configurations, our predictions also permits to recover a very close comparison with experimental measurements. We thus
Figure 14: Results for 2E2C configurations when varying gap $D$ and vertical spacing $\Delta$. Electrode dimensions are $R_{col} = 3.175\text{mm}$, $r_0 = 39.95\mu\text{m}$. In (a–b–c–e–f) the applied potential is $V = 38\text{kV}$ for $D = 80\text{mm}$, $V = 22.5\text{kV}$ for $D = 50\text{mm}$ and $V = 13.5\text{kV}$ for $D = 30\text{mm}$ in order to maintain constant electric field $V/D$; in (d) all configurations have $V = 38\text{kV}$. 
reach the same conclusion as [1, 5] that the thrust density can hardly be increased by increasing the density of emitters.

Figure 15 displays the ion density, iso-potentials, and electric field for $D = 30\,\text{mm}$ and three values of $\Delta$. For small $\Delta$, a salient feature is the existence of a sharp front between the two collectors, where the ion density is almost discontinuous. This is not surprising since the ion density is governed by a strongly hyperbolic equation which allows such discontinuities. The front is located at the boundary between the front region where electric field lines carry charges from the emitter, and the back region where ions are absent. This sharp front is especially visible for small gap values for $\Delta = 10\,\text{mm}$ (plot 15(a)). For $\Delta = 60\,\text{mm}$ (plot 15(c)), which corresponds approximatively to the maximum thrust in figure 14(c), the sharp front is no longer visible and the structure is very similar to that of two decoupled electrode wires.
4.5. Periodic nE/nC configurations

Figure 16: (a) Intensity and (b) Thrust force versus $\Delta/D$ in transversely periodic configurations, for periodic configurations, with $r_c = 3.175 mm$, $r_0 = 39.95 \mu m$, $V/D = 4.5 kV/cm$. 
Figure 17: Nondimensional ion density $\rho$, iso-potential lines and electric field for periodic configurations with $D = 30\text{mm}$, $V/D = 4.5\text{kV/cm}$. (a): $\Delta = 25\text{mm}$ (two elementary cells of the periodic pattern are shown); (b): $\Delta = 40\text{mm}$ (one elementary cell is shown).

To further investigate the issue of interaction between multiple electrode pairs, we now switch to fully periodic ($n\text{E}/n\text{C}$) configurations, in a transversely periodic domain (Cf Figure 1d). Figure 16 displays the thrust and intensity (for one elementary cell of the periodic pattern) along with a number of related quantities, as function of $\Delta$ for three values of $D$. As in the previous paragraph, the configurations are chosen with constant electric field $V/D$ to obtain intensities and thrusts of comparable magnitudes. The overall behaviour for the intensity and the thrust versus $\Delta$ is similar with that observed in the previous paragraph for 2E/2C configurations, with the existence of an overshoot for intermediate values of $\Delta$. However, this overshoot is much more pronounced than for 2E/2C, as thrust and intensity of a periodic arrays can be 40% larger than an equivalent number of independent electrode pairs (see fig. 16c – d).

Considering thrust-to-power versus $\Delta$ (fig. 16e) leads to the same conclusions as for 2E/EC configurations. The obtained value is also weakly dependent upon $D$ and $\Delta$. For all cases a maximum can be detected in the range $\Delta \approx 45 - 60\text{mm}$, but the values in the explored range only vary within a few percents and remain close to those obtained for 2E/EC configurations, namely $T/P \approx 11\text{mN/W}$. On the other hand, regarding thrust density (Fig. 16f), an optimal value of $\Delta$ can now be detected. This optimal value is about $\Delta \approx 40\text{mm}$ for all values of $D$ considered.

Finally, we note that for fully periodic configurations, the critical voltage leading to corona discharge is notably larger than for 1E/1C and 2E/2C configurations. Indeed, in the figure, the threshold is only reached above $\Delta \gtrapprox 25\text{mm}$, while for 2E2C discharge was already observed for $\Delta \approx 10\text{mm}$.

Figure 17 shows the structure of the solution for periodic configurations with $D = 30\text{mm}$ and $\Delta = 25\text{mm}$ (Cf Figure 17(a)) and $\Delta = 60\text{mm}$ (Cf Figure 17(b)). Note that the sharp front observed for 2E2C in the ion distribution is no longer present. This is not surprising because electric lines are now symmetric and carry ions on both sides of the collectors. Hence the region with depleted ion density behind the collectors is no longer present.
5. Conclusion

In this work, we have described a numerical approach to compute the coupled electric field/ion distribution in various configurations of electrodes using a drift region modeling of corona discharge as in [20, 21, 18, 9]. We used a finite-element discretization using dynamically adapted meshes, and solve the non-linear equations with Newton iterations, a numerical strategy that we did not found previously used for this class of problems. A new stabilization term to enforce a uniform charge distribution around the emitters is introduced. The problem is solved in terms of nondimensional variables, which allows to express the problem in terms of a unique dimensionless parameter \( \tilde{\phi}_a = V/(E_a R_{col}) \). The method is efficient and robust, and easily applicable to various geometrical configurations.

After some validations for axi-symmetric configurations where an analytical solution is available, the method is used to predict the intensity \( I \) and thrust \( T \) for various configurations including 1E/2C, 2E/2C and periodic nE/nC configurations. Systematic comparisons with results from several experimental databases [4, 3, 7, 5] have been performed curbing the possible influence of finite-size effects by using domain sizes fifteen time larger than emitter/collector distance \( D \). The modeling is shown to correctly predict the experimentally observed trends. The method was generally found to under-predict the intensity current by about 10−20% and to over-predict the thrust by a similar amount. The results allow to quantify the efficiency of these configurations in terms of thrust-to-power ratio and thrust density, whereby our numerical predictions confirmed the trends observed in experiments.

In our analysis, we voluntarily stick to a resolution of the physical problem without adjustable parameters. We set the ion mobility \( \mu \) to a widely used value in air, as well as used the admitted Peek’s law for the electric field at emitters.

In this restrictive framework of uniform mobility, drift region approximation and without computing the ionic wind contribution to the drag force, we found a surprisingly close agreement (from 10% in the most favourable case to 40% in the worst one) between numerical predictions and various experimental configurations. We confirm the presence of some optimal configuration for thrust in emitters/collectors arrays being \( D \) apart, with an optimal separation distance \( \Delta \) ranging from \( \Delta = 1.1D \) to \( \Delta = 1.3D \). The obtained results for the thrust is very convergent with previous experimental measurements [5] and data-fit but for the presence of a small overshoot at large distances. We also found a different optimal separation distance \( \Delta \) for thrust density being poorly sensible to \( D \) and close to \( \Delta \approx 40 mm \), a conclusion partly shared from experiments [5] for which density is also maximum for smaller value of \( \Delta \), but linearly scaling with \( D \) as \( \Delta \approx 0.41D \) [5]. Albeit the qualitative conclusions between finite size configurations and infinite periodic ones are very similar, some specific differences have been found and discussed.

Several parametric adjustments could certainly improve the matching with experiments, from adapting the mobility, taking into account its dependence with the electric field or adding some current leakage. This could easily improve the matching in terms of intensity, but will not influence the thrust prediction.

As for the thrust, the main source of discrepancy comes from the fact that our approach predicts the electro-aerodynamic thrust \( T_{EAD} \) while in experiments a total force is measured, containing both the EAD thrust and the aerodynamic drag of the electrodes due to ionic wind. A dimensional analysis argument confirms that the order-of-magnitude of drag force is indeed comparable to the difference between...
our computed EAD thrust and the measured total thrust. This hypothesis could be confirmed by additional CFD computations, which should also consider various connected issues such as modeling and capturing the effect of flow non-stationarities on the drag (due to the wake), possibly modeling the effect, that we did not wish to consider in this study.
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Appendix A. Analytical solution for axi-symmetrical case

In this appendix we reproduce the analytical solution for the axisymmetric configuration, as given in [30]. The collector is considered as a cylindrical shell of radius \( R_{col} \) surrounding the emitter wire with radius \( r_0 \). We note \( \hat{r} = r_0/R_{col} \).

Using our nondimensional formulation of the equations (and neglecting diffusion in (2), the electric potential \( \hat{\varphi}(\hat{r}) \) and charge density \( \hat{n}(\hat{r}) \) satisfy

\[
\nabla(\hat{n} \nabla \hat{\varphi}) = 0, \tag{A.1}
\]

expressed in cylindrical coordinates,

\[
\partial_{\hat{r}}(\hat{\rho} \hat{r} \partial_{\hat{r}} \hat{\varphi}) = 0, \tag{A.2}
\]

can be integrated introducing a constant \( J \)

\[
\hat{\rho} = \frac{J}{\hat{r} \partial_{\hat{r}} \hat{\varphi}}. \tag{A.3}
\]

Replacing this solution in (17) leads to

\[
\frac{1}{\hat{r}} \partial_{\hat{r}}(\hat{\rho} \hat{r} \partial_{\hat{r}} \hat{\varphi}) = -\hat{\rho}, \tag{A.4}
\]

so that

\[
\partial_{\hat{r}}(\hat{\rho} \hat{r} \partial_{\hat{r}} \hat{\varphi}) = -2\hat{r} J. \tag{A.5}
\]

So that finally introducing constant \( K \)

\[
-\partial_{\hat{r}} \hat{\varphi} = \frac{\sqrt{-J \hat{r}^2 + K}}{\hat{r}} \tag{A.6}
\]

Integrating upon boundary condition \( \hat{\varphi}(1) = 0 \)

\[
\hat{\varphi}(\hat{r}) = \sqrt{J + K} - \sqrt{J \hat{r}^2 + K} + \sqrt{K} \log \left( \frac{\sqrt{J \hat{r}^2 + K} + \sqrt{K}}{\hat{r} \sqrt{J + K + \sqrt{K}}} \right). \tag{A.6}
\]

The charge density is then given by

\[
\hat{\rho}(\hat{r}) = \frac{J}{\sqrt{J \hat{r}^2 + K}} \tag{A.7}
\]
Applying boundary conditions then leads to a couple of transcendental equations for \( J \) and \( K \) which have to be solved numerically to get the final solution:

\[
(\hat{\phi}_n)^{-1} = \frac{\sqrt{-J\hat{r}_T^2 + K}}{\hat{r}_T}
\]  
(A.8)

\[
1 = \sqrt{J + K} - \sqrt{J\hat{r}_T^2 + K + \sqrt{K}} \log \left( \frac{\sqrt{J\hat{r}_T^2 + K + \sqrt{K}}}{\hat{r}_T(\sqrt{J + K} + \sqrt{K})} \right)
\]  
(A.9)

One can notice that \( J = 0 \) leads to zero charge density everywhere, a trivial solution for a purely conductive current. An solution example is presented in Fig. A1 together with the result of the numerical computation.

![Comparison between the analytical solution in cylindrical configurations.](image)

Figure A1: Comparison between the analytical solution in cylindrical configurations. (a) Electric potential \( \hat{\phi}(\hat{r}) \) and (b) charge density \( \hat{\rho}(\hat{r}) \) for an axisymmetric configuration with \( r_c/R_{col} = 0.001 \) and \( \hat{\phi}_n = 0.28 \). Analytical solutions (A.7) are superposed onto numerical solution using finite elements. The curves overlap very precisely so that they can hardly be distinguished.
Appendix B. Numerical convergence study and mesh refinement

Figure B1: (a) $L_2$ error on the potential, i.e. $E_\varphi = \| \varphi_{th} - \varphi_N \|_{L_2}$. (b) $L_2$ error on the charge density, i.e. $E_n = \| n_{th} - n_N \|_{L_2}$. In both cases a $(P_3, P_3, P_1)$ finite element discretization is chosen for $(\varphi, n, \lambda)$. The red curve indicates a $1/N^2$ convergence behaviour. The black dot represents the result obtained with a mesh refinement technique (whose mesh is illustrated in Fig. B2a,b) providing a similar precision as the red dot.

We hereby discuss and illustrate the mesh convergence issues considering an axi-symmetric test case (see Appendix A). Physically, this configuration correspond to a case where the collector is a cylindrical shell surrounding the emitter rather than a wire. Figure B1 plots the maximum error with respect to the analytical solution versus the number of mesh nodes $N$, considering first a collection of meshes generated by Delaunay triangularization, resulting in uniform mesh density. The figure indicates a numerical convergence with spatial order two. Rather than using a mesh with uniform density, we use a non-uniform mesh refined in the emitter region. Furthermore, we took advantage of the possibility offered by the FreeFem++ software to dynamically adapt meshes. In practice, we first compute a solution on a uniform mesh, generate an adapted mesh, project the solution onto the new mesh and relaunch Newton iteration (Cf [32]). As illustrated in figure B1, this procedure leads to the same precision but requires an order of magnitude less grid points. The resulting mesh is displayed in figure B2(a,b). Figure B2(c,d) illustrates the considered mesh, with an illustration on mesh refinement nearby the emitter. In most of the provided computations, more than 40 points grid points at the corona boundary $\Gamma$ are reached by the iteration procedure so as to achieve the desirable precision. As exemplified in Figure B1 the total grid points $N$ (better called degree of freedom number in FE) can be reduced to three thousand points when using successive adapted meshes.
Appendix C. Newton method

At each step of the Newton iteration method, the solution is searched as $[\hat{\varphi}, \hat{\rho}, \hat{\lambda}] = [\varphi^0, \rho^0, \lambda^0] + [\delta\hat{\varphi}, \delta\hat{\rho}, \delta\hat{\lambda}]$, where $[\varphi^0, \rho^0, \lambda^0]$ is the approximate solution from the previous iteration and $[\delta\hat{\varphi}, \delta\hat{\rho}, \delta\hat{\lambda}]$ is the correction to approach the final solution. Injecting this ansatz in (25), (28) and (31) and linearizing in terms of the perturbations leads to the following linear system to be solved at each step:
\[
\forall \varphi^1, \quad - \int_\Omega \nabla \delta \varphi \cdot \nabla \varphi^1 + \int_\Omega \delta \rho \varphi^1 + \frac{1}{\varepsilon_p} \int_{\partial \Omega^e} \varphi^1 \delta \varphi \\
+ \int_F \varphi^1 E_a - \int_\Omega \nabla \varphi^0 \cdot \nabla \varphi^1 + \int_\Omega \rho^0 \varphi^1 + \frac{1}{\varepsilon_p} \int_{\partial \Omega^e} \varphi^1 \varphi^0 = 0 \tag{C.1}
\]

\[
\forall \rho^1, \quad \int_F \rho^1 \delta \lambda + \int_{\partial \Omega^e} \rho^1 \left( \rho^0 \nabla \delta \varphi + \delta \varphi \nabla \rho^0 + \frac{\nabla \delta \rho}{P_e} \right) \cdot n \\
- \int_\Omega \nabla \rho^1 \cdot \left( \rho^0 \nabla \varphi^0 + \frac{\nabla \rho^0}{P_e} \right) \\
+ \int_F \rho^0 \lambda^1 \left( \rho^0 \nabla \varphi^0 + \frac{\nabla \rho^0}{P_e} \right) \cdot n - \int_\Omega \nabla \rho^1 \cdot \left( \rho^0 \nabla \varphi^0 + \frac{\nabla \rho^0}{P_e} \right) = 0 \tag{C.2}
\]

\[
\forall \lambda^1, \quad \int_F \lambda^1 \delta \varphi + \varepsilon_\lambda \int_\Omega \frac{\partial \delta \lambda}{\partial s} \cdot \frac{\partial \lambda^1}{\partial s} \\
+ \int_F \lambda^1 \left( \varphi^0 - 1 \right) + \varepsilon_\lambda \int_\Omega \frac{\partial \lambda^0}{\partial s} \cdot \frac{\partial \lambda^1}{\partial s} = 0 \tag{C.3}
\]
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