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Port-Hamiltonian modeling, discretization and feedback control of a circular water tank

Flávio Luiz Cardoso-Ribeiro, Andrea Brugnoli, Denis Matignon and Laurent Lefèvre

Abstract—This work presents the development of the nonlinear 2D Shallow Water Equations (SWE) in polar coordinates as a boundary port controlled Hamiltonian system. A geometric reduction by symmetry is obtained, simplifying the system to one-dimension. The recently developed Partitioned Finite Element Method is applied to semi-discretize the equations, preserving the boundary power-product of both the original 2D and the reduced 1D system. The main advantage of this power-preserving semi-discretization method is that it can be applied using well-established finite element software. In this work, we use FiEnCS to solve the variational formulation, including the nonlinearity provided by the non-quadratic Hamiltonian of the SWE. A passive output-feedback controller using damping injection is used to dissipate the water waves.

I. INTRODUCTION

The motion of fluid with free-surface is of interest in many scientific and engineering areas. For instance, the sloshing inside fuel tanks can perturbate the flight dynamics of airplanes and rockets [1]. The understanding of wave propagations in oceans have important implications in areas as diverse as meteorological forecast [2] and tsunami simulation [3]. Furthermore, ocean waves have proven to be a useful source of renewable energy [4].

Numerical simulations and physical experiments have been developed in order to better understand the propagation of waves on free-surface. In particular, a number of wave-generators have been built, allowing to study the waves in a controlled environment and also to find ways to damp the waves.

Ref. [5] used a small rectangular water tank in a shaking table. An analytical model was obtained from modal decomposition of incompressible Euler equations with free-surface and compared to experimental results. Furthermore, two different flow-damping devices are used to increase the damping ratio: vertical poles and a wire-mesh screen. Ref. [6] used a 20 m water flume with paddles that can translate and rotate as wave-makers. Transfer functions for the incompressible Euler equations with free-surface were obtained and the experimental results were used to validate the theory. Refs. [7], [8] used a 26 m wave flume with force-feedback to absorb waves at the boundary of the flume.

In addition to test in water flumes, several research laboratories built circular water tanks used for studying the current and free-surface motion of water. The use of absorbers all over the boundary of these tanks can reduce the influence of reflected waves, and it is possible to make waves that simulate an infinite ocean wave in a small tank. The concept was originally tested with the design and construction of the Advanced Multiple Organized Experimental Basin (AMOeba) [9], which is a 1.6 m diameter circular basin with 50 force-feedback plungers, allowing the generation of 0.02 m waves. Later, the National Maritime Research Institute, in Japan, constructed a 14 m diameter circular basin [10] with 128 position-feedback paddles.

A more recent facility, FloWave is a 25 m diameter circular basin constructed at the University of Edinburgh that can be used to generate waves and currents in any relative direction [11], [12]. In order to control the current, 28 independently controlled impellers are used. A total of 168 individually controlled wave makers (as moveable paddles) are capable of generating waves with an amplitude of 0.7 m.

In all of these wave-generating devices, one of the main concerns is related to the elimination of spurious waves that appear due to undesired reflections. These waves, if not eliminated, grow with time and make the repeatability of experiments impossible. Force-feedback control is one of the most used control strategy for these devices, as in [13], [14] and [15]. As described in Ref. [13], this feedback law comes naturally from the principle of conservation of energy.

The port-Hamiltonian formulation [16], [17] combines the port-based modeling with Hamiltonian systems theory. This approach was initially designed for studying finite-dimensional complex systems (like networks of electric circuits) [18], [19]. Among its properties, this methodology allows coupling multi-domain systems in a physically consistent way, i.e., using energy flow, so that interconnections are power-conserving. In addition, passivity-based control laws naturally follow from the use of this framework.

The Shallow Water Equations were studied in the port-Hamiltonian framework [20], [21], [22], [23]. Refs. [20], [21] used it to model, simulate and control the flow on open channel irrigation systems. Recently, we used it to model and control the sloshing in a moving tank coupled with a piezoelectric actuated flexible beam in [23].

In order to simulate and design control laws, obtaining a finite-dimensional approximation which preserves the port-
Hamiltonian structure of the original system can be advantageous. Recently, we proposed the Partitioned Finite Element Method (PFEM), a structure-preserving method for systems of conservation laws in Refs. [24], [25]. One of the main advantages of this method, with respect to previous structure-preserving methods is its easiness to apply well-established Finite Element software.

The main contributions of this paper are:
1) The 2D Shallow Water Equations are written as a port-Hamiltonian system in polar coordinates, with the goal of modeling a circular basin with wave-generators. Assuming revolution symmetry of the boundary actuation and initial conditions, the use of polar coordinates allows to find a reduced one-dimensional model. This simplified model can be used as a test-bench for numerical methods validation and control law design.
2) The reduced 1D SWE and the full nonlinear 2D equations are semi-discretized using the Partitioned Finite Element Method. The numerical approximation is implemented with FEniCS [26].
3) Simulations are perfomed using an output-feedback boundary control law.

The paper starts with a presentation of the 2D Shallow Water Equations in the port-Hamiltonian framework in Section II, as well as its reduction assuming revolution symmetry. Secondly, the power-preserving semi-discretization is presented in III. Then, a feedback control law is proposed in IV. Numerical results are detailed in V. Finally, conclusions and further work are presented in VI.

II. MODELING

A. Shallow Water Equations in polar coordinates as a Port-Hamiltonian

Let us consider the disc \( \Omega = D_R \) of radius \( R > 0 \) with boundary \( \partial \Omega = C_R \), the circle of radius \( R \). Polar coordinates \( r \) and \( \theta \) will be used. The energy variables are the fluid height \( \alpha_q := h(t, r, \theta) \), and the fluid linear momentum given by the vector \( \alpha_p := \rho [u^r(t, r, \theta), u^\theta(t, r, \theta)]^T \). The Hamiltonian reads

\[
H = \frac{1}{2} \int_{D_R} [\rho g h^2 + \rho h((u^r)^2 + (u^\theta)^2)] r \, dr \, d\theta, \quad (1)
\]

\[
= \int_{D_R} \frac{1}{2} \rho \alpha_q^2 + \frac{1}{2\rho} \alpha_q [\alpha_p]^2 \, r \, dr \, d\theta, \quad (2)
\]

where \( \rho \) is the fluid density, \( g \) is the acceleration of gravity, \( u^r(t, r, \theta) \) and \( u^\theta(t, r, \theta) \) are the radial and transverse fluid velocity components, respectively. The effort or co-energy variables can be computed as the variational derivatives of the Hamiltonian:

\[
e_q := \delta_q H = \rho \alpha_q + \frac{1}{2\rho} [\alpha_p]^2, \quad (3)
\]

\[
e_p := \delta_p H = \frac{1}{\rho} \alpha_q [\alpha_p] = h [u^r(t, r, \theta), u^\theta(t, r, \theta)]^T,
\]

and the following port-Hamiltonian system equations can be obtained in strong form:

\[
\begin{bmatrix}
\dot{\alpha}_q \\
\dot{\alpha}_p
\end{bmatrix} = \begin{bmatrix}
0 & -\text{div} \\
-\text{grad} & 0
\end{bmatrix} \begin{bmatrix}
e_q \\
e_p
\end{bmatrix}, \quad (4)
\]

where, in polar coordinates, the divergence and gradient operators are defined as:

\[
\text{div} \begin{bmatrix}
A_r \\
A_{\theta}
\end{bmatrix} := \frac{1}{r} \frac{\partial (r A_r)}{\partial r} + \frac{1}{r} \frac{\partial A_{\theta}}{\partial \theta}, \quad (5)
\]

\[
\text{grad}(f) := \left[ \frac{\partial f}{\partial r}, \frac{\partial f}{\partial \theta} \right].
\]

The boundary control can be defined as:

\[
u_\theta(\theta, t) := -e_p \cdot n = -e_p^r(R, \theta, t), \quad (6)
\]

which is the ingoing volumetric fluid flux. The collocated boundary observation is:

\[
y_\theta(\theta, t) := e_q(R, \theta, t), \quad (7)
\]

which is the pressure, both at the boundary \( \partial \Omega = C_R \). From the definition of the variational derivative, it follows that the time-derivative of the Hamiltonian is given by:

\[
\frac{d}{dt} H = \int_{D_R} [\dot{\alpha}_q e_q + \dot{\alpha}_p \cdot e_p] r \, dr \, d\theta, \quad (8)
\]

From (4) and Stokes’ theorem, it is straightforward to check that the energy balance for this system is given by:

\[
\frac{d}{dt} H = \int_{C_R} u_\theta(\theta, t) y_\theta(\theta, t) R \, d\theta. \quad (9)
\]

Thus, the energy balance depends on a product between the boundary port variables along the boundary of the domain. Our goal in Section III is to provide a discretization method that preserves the previous balance.

B. Reduction to 1D equation by symmetry

In order to simplify the equations, we will first assume revolution symmetry around the center of the domain. This will simplify the SWE as depending on the radial coordinate \( r \) only.

In the symmetric case, \( u^\theta = 0 \). Furthermore, the energy and co-energy variables are constant in \( \theta \). Thus, the Hamiltonian (2) simplifies as:

\[
H = 2\pi \bar{H}, \quad (10)
\]

where:

\[
\bar{H} = \frac{1}{2} \int_{r=0}^{R} [\rho g h^2 + \rho h (u^r)^2] r \, dr, \quad (11)
\]

The equations of motion (4) also simplifies as:

\[
\begin{bmatrix}
\dot{h} \\
\rho \dot{u}^r
\end{bmatrix} = \begin{bmatrix}
0 & -\frac{1}{\rho} \frac{\partial}{\partial r} (.) \\
-\frac{\rho g h}{\rho u^r} & 0
\end{bmatrix} \begin{bmatrix}
\rho g h + \frac{1}{2} \rho (u^r)^2
\end{bmatrix}. \quad (12)
\]

Note that the structure operator \( \mathcal{J} \) in (12) is skew symmetric w.r.t. the weighted scalar product in \( L^2_e(0, R) \), with measure \( dr \).

Rewriting the Hamiltonian using the following energy variables: the fluid height \( \alpha_q = h(t, r) \) and the radial linear momentum \( \alpha_p = \rho u^r(t, r) \), we get:

\[
\bar{H} = \frac{1}{2} \int_{r=0}^{R} [\rho g \alpha_q^2 + \frac{1}{\rho} \alpha_q \alpha_p^2] r \, dr, \quad (13)
\]
the equations of motion can be re-written as:

\[
\begin{bmatrix}
\dot{q}_p \\
\dot{p}_p
\end{bmatrix} = \begin{bmatrix}
0 & -\frac{1}{r} \frac{\partial}{\partial r} (r \cdot ) \\
\frac{\partial}{\partial r} (.) & 0
\end{bmatrix}
\begin{bmatrix}
e_q \\
e_p
\end{bmatrix},
\]  
(14)

where the co-energy variables are obtained from the variational derivative of (13) with respect to the energy variables:

\[e_q = \frac{\partial \tilde{H}}{\partial q} = \rho g \alpha_q + \frac{\alpha_q^2}{2 \rho},\]

\[e_p = \frac{\partial \tilde{H}}{\partial p} = \frac{\alpha_p \alpha_q}{\rho} + \frac{\rho g \alpha_p}{\rho},\]

(15)

Finally, the energy balance in 1D can be computed as:

\[
\frac{d}{dt} H = \int_{r=0}^{R} (\dot{q}_p e_q + \dot{p}_p e_p) r \, dr,
\]

\[
= \int_{r=0}^{R} (-e_q \frac{\partial}{\partial r} (r e_p) - r e_p \frac{\partial}{\partial r} (e_q)) \, dr,
\]

\[
= - \int_{r=0}^{R} \frac{\partial}{\partial r} (r e_p e_q) \, dr,
\]

\[
= - R e_p (r, t) e_q (t, R).
\]

Similarly to the result for the bi-dimensional case, the energy balance is related with a product between the co-energy variables at the boundary of the system: the dynamic pressure \(e_q\), and the ingoing water flow \(-2\pi R e_p\).

### III. POWER-PRESERVING SEMI-DISCRETIZATION

In order to discretize the 2D system, we will first rewrite (4) using a weak-form, with test functions \(v_q\) and \(v_p\):

\[
\int_{D_R} v_q \dot{q}_p \, r \, dr \, d\theta = - \int_{D_R} v_q (\nabla \cdot e_p) \, r \, dr \, d\theta,
\]

\[
\int_{D_R} v_p \dot{\alpha}_p \, r \, dr \, d\theta = - \int_{D_R} v_p \nabla e_q \, r \, dr \, d\theta.
\]

(17)

From the integration by parts of the first equation, we get:

\[
\int_{D_R} v_q \dot{q}_p \, r \, dr \, d\theta = \int_{D_R} (\nabla v_q) \cdot e_p \, r \, dr \, d\theta
\]

\[= \int_{C_R} v_q n \cdot e_p \, R \, d\theta,
\]

\[
\int_{D_R} v_p \cdot \dot{\alpha}_p \, r \, dr \, d\theta = - \int_{D_R} v_p \cdot \nabla e_q \, r \, dr \, d\theta.
\]

(18)

Let us approximate the scalar energy variables \(\alpha_q(r, \theta, t)\) using the following basis with \(N_q\) elements:

\[
\alpha_q(r, \theta, t) \approx \alpha_q^{ap}(r, \theta, t) := \sum_{i=1}^{N_q} \phi_q^i (r, \theta) \alpha_q^i (t),
\]

where \(\phi_q^i (r, \theta, t) = \frac{\partial \Phi_q}{\partial \theta} \Phi_q(t)\).

(19)

The variables \(e_q\) and \(v_q\) are also approximated using \(\phi_q(r, \theta)\).

Similarly, the vectorial energy variable \(\alpha_p\) is approximated as:

\[
\alpha_p(r, \theta, t) \approx \alpha_p^{ap}(r, \theta, t) := \sum_{k=1}^{N_p} \phi_p^k (r, \theta) \alpha_p^k (t),
\]

\[
= \Phi_p(r, \theta)^T \alpha_p(t),
\]

(20)

where

\[
\Phi_p^k (r, \theta) = \frac{\partial \phi_p^k}{\partial \theta} \Phi_p(t),
\]

(21)

represents a 2D-vectorial basis function and, consequently, \(\Phi_p(r, \theta)\) is an \(N_p \times 2\) matrix. Furthermore, \(e_p\) and \(v_p\) are also approximated using \(\Phi_p(r, \theta)\).

Finally, the boundary input, localized on the circle of radius \(R = R\) can be discretized using any one-dimensional set of basis functions, say \(\psi = [u^{(m)}]:\)

\[
u_{\partial}(\theta, t) \approx u^{ap}_{\partial}(\theta, t) := \sum_{m=1}^{N_p} u^{(m)}(t) = \psi(\theta)^T u_{\partial}(t).
\]

(22)

Introducing the notation \(\partial_r \phi_q := [\partial_r \phi_q^i]\) and \(\partial_r \phi_q := [\partial_r \phi_q^i]\) for the matrices of partial derivatives of the functions \(\phi_q^i\), we define the matrix

\[
D := \int_{D_R} [\partial_r \phi_q \quad r^{-1} \partial_{\theta} \phi_q] \Phi_p^T r \, dr \, d\theta,
\]

\[
= \int_{D_R} [r \partial_r \phi_q \quad \partial_{\theta} \phi_q] \Phi_p^T r \, dr \, d\theta,
\]

(23)

where the apparent singularity at \(r = 0\) has been removed. Then, from the substitution of (19), (20) and (22) in (18), with classical mass matrices \(M_q := \int_{D_R} \phi_q \phi_q^T \, r \, dr \, d\theta\), \(M_p := \int_{D_R} \Phi_p \Phi_p^T \, r \, dr \, d\theta\), together with the control matrix \(B := \int_{C_R} \phi_q (R, \theta) \psi \, R \, d\theta\), the finite-dimensional equations become:

\[
M_q \alpha_q = D e_p + B u_{\partial}(t),
\]

\[
M_p \alpha_p = -D^T e_q,
\]

(24)

where \(M_q\) and \(M_p\) are symmetric square matrices (of size \(N_q \times N_q\) and \(N_p \times N_p\), respectively), \(D\) is an \(N_q \times N_p\) matrix and \(B\) is an \(N_q \times N_q\) matrix.

Defining \(y_{\partial}(t)\), the output conjugated to the input \(u_{\partial}(t)\) as:

\[
y_{\partial}(t) := M_{\psi}^{-1} B^T e_q(t),
\]

(25)

matrix \(M_{\psi} := \int_{C_R} \psi \psi^T \, R \, d\theta\). From (24) and (25), we get that the following property holds:

\[
\dot{\alpha}_q^T M_q e_q + \dot{\alpha}_p^T M_p e_p = y_{\partial}^T M_{\psi} u_{\partial}.
\]

(26)

The power product is exactly represented here in the discretized spaces. Note that the previous equation mimicks the power balance at the continuous level, namely (8) for the left-hand side and (9) for the right-hand side. This results in a finite-dimensional Dirac structure, described from the bi-linear product defined from (26).

The final step, in order to obtain a finite-dimensional port-Hamiltonian system is to discretize the Hamiltonian. This can be done by approximating the continuous Hamiltonian of (2) using the approximated variables (19) and (20), i.e.:

\[
H_d(\alpha_q(t), \alpha_p(t)) := H(\alpha_q(t), \theta, \alpha_p(t), \theta) = \Phi_p(r, \theta)^T \alpha_p(t),
\]

\[
(27)
\]

\[
\alpha_p(t, r, \theta) = \Phi_p(r, \theta)^T \alpha_p(t),
\]

\[
(27)
\]
The power-balance at the discrete level thus becomes:
\[
\frac{d}{dt} H_d = \mathbf{\alpha}_q^T (\nabla_{\mathbf{\alpha}_q} H_d) + \mathbf{\alpha}_p^T (\nabla_{\mathbf{\alpha}_p} H_d),
\] (28)
where \( \nabla_{\mathbf{\alpha}_q} H_d \) and \( \nabla_{\mathbf{\alpha}_p} H_d \) are the gradients of the discrete
Hamiltonian with respect to each discrete energy variable. The discrete power balance (28) must be equal to (26), and:
\[
\nabla_{\mathbf{\alpha}_q} H_d = M_q \mathbf{e}_q,
\]
\[
\nabla_{\mathbf{\alpha}_p} H_d = M_p \mathbf{e}_p.
\] (29)

Thus, we can define:
\[
\tilde{D} = M_q^{-1} D M_p^{-1},
\] (30)
such that (24) becomes a standard input/output port-Hamiltonian system:
\[
\begin{bmatrix}
    \dot{\mathbf{\alpha}}_q \\
    \dot{\mathbf{\alpha}}_p
\end{bmatrix} =
\begin{bmatrix}
    0 & \tilde{D}^T \\
    -\tilde{D} & 0
\end{bmatrix}
\begin{bmatrix}
    \nabla_{\mathbf{\alpha}_q} H_d \\
    \nabla_{\mathbf{\alpha}_p} H_d
\end{bmatrix} +
\begin{bmatrix}
    M_q^{-1} B \mathbf{u}_p(t)
\end{bmatrix},
\] (31)
with power-balance:
\[
\frac{d}{dt} H_d = \mathbf{\alpha}_q^T M_q \mathbf{e}_q + \mathbf{\alpha}_p^T M_p \mathbf{e}_p = \mathbf{y}_q^T M_q \mathbf{u}_\theta.
\] (32)

IV. BOUNDARY CONTROL LAW

One of the main advantages of writing the dynamic equations in the port-Hamiltonian formalism is the easiness to use passivity-based control laws. For instance, a simple boundary output-feedback as:
\[
\mathbf{u}_\theta(s,t) = -k \mathbf{y}_\theta(s,t),
\] (33)
leads (9) to the following power-balance:
\[
\frac{d}{dt} H = -k \int_{C_R} (\mathbf{y}_\theta(s,t))^2 R \, d\theta,
\] (34)
from which the Hamiltonian is monotonically decreasing \( \frac{d}{dt} H \leq 0 \). Recall that \( \mathbf{u}_\theta(s,t) = -\mathbf{e}_q \cdot \mathbf{n} = -\mathbf{e}_q(R,\theta,t) \) is the ingoing volumetric fluid flux and \( \mathbf{y}_\theta(s,t) = \mathbf{e}_q(R,\theta,t) \) is the pressure, both at the boundary. In the Shallow Water Equations, this control law is of low applicability, since it removes energy not only by damping the waves, but also by removing water from inside the tank (thus, the potential energy is reduced). For this reason, we use the following slightly modified control law:
\[
\mathbf{u}_\theta(s,t) = -k(\mathbf{y}_\theta(s,t) - \mathbf{y}_\theta^0),
\] (35)
where \( \mathbf{y}_\theta^0 \) is the desired output, given by the steady-state total pressure at the boundary \( (\mathbf{e}_q = \rho g h_\theta^0) \).

We can define a “desired Hamiltonian”, or Lyapunov function, given by:
\[
V = \int_{D_R} \frac{1}{2} \rho g \left( \alpha_q - \alpha_q^0 \right)^2 + \frac{1}{2 \rho} \alpha_p |\alpha_p|^2 \, dr \, d\theta,
\] (36)
where \( \alpha_q^0 = h_\theta^0 \) is the desired fluid height.

We can verify that, using the feedback proposed in (35), we get:
\[
\dot{V} = -k \int_{C_R} (\mathbf{y}_\theta(\theta,t) - \mathbf{y}_\theta^0(\theta))^2 R \, d\theta \leq 0.
\] (37)

Thus, the Lyapunov function shall reduce monotonically towards the minimum point.

V. NUMERICAL RESULTS

One of the main advantages of the numerical method used in this paper is that well-established finite element software can be used. In this work, we use FEniCS [26] to solve the variational formulations presented in Section III. Furthermore, FEniCS is able to implement the non-quadratic Hamiltonians and compute their gradients. Thus, the simulation of nonlinear port-Hamiltonian systems can be performed in a quite straightforward way.

A. Reduced 1D model

Firstly, we present the simulation results of the reduced model, assuming revolution symmetry around the center of the circular tank. Simulations using steady initial conditions are used:
\[
\alpha_q(t = 0, r) = h(t = 0, r) = 1.0, \\
\alpha_p(t = 0, r) = \rho w(t = 0, r) = 0, \ 0 \leq r \leq R,
\] (38)
a boundary excitation is applied such that:
\[
\mathbf{u}_\theta(t) = A \sin(4\pi t), \ t \leq 0.25s \\
\mathbf{u}_\theta(t) = 0, \ t > 0.25s,
\] (39)
where two different amplitudes \( A \) were considered: \( A = 0.001 \) and \( A = 0.3 \). The goal is to excite the system with a small amplitude, such that the nonlinear and the linearized behaviour should match, and a large amplitude, where nonlinear waves should appear. The linearized model was obtained from the linearization of the original system around the steady equilibrium (fixed fluid height and zero velocities), leading to a quadratic Hamiltonian.

The discretization spaces were defined as follows. Minimal order was chosen for each variable, considering the number of spatial derivatives taken with respect to them. Thus, the \( q \) labeled variables were discretized using Continuous Galerkin elements with 1st-order Lagrange polynomials. The \( p \) labeled variables were discretized using Discontinuous Galerkin elements with 0-order Lagrange polynomials. Furthermore, the discretization points are resulting from FEniCS mesh.

Snapshots of the simulation results are presented in Figs. 1 and 2. The first figure shows the results for a small boundary input excitation. In this case, the difference between the two responses are undistinguishable, since the excitations is small. The second figure shows the snapshots for a large excitation. As expected, differences between the linear and nonlinear responses are observed for large amplitudes.

B. 2D controlled model

The second simulation presented consists in the 2D model, assuming the following initial conditions:
\[
\alpha_q(t = 0, \theta) = h(t = 0, \theta) = \cos(\pi r / R) \cos(2\theta), \\
\alpha_p(t = 0, \theta) = \rho u = 0.
\] (40)

The boundary conditions are assumed to be:
\[
\mathbf{u}_\theta(t, \theta) = 0, \ t \leq 0.5s, \\
\mathbf{u}_\theta(t, \theta) = -k (\mathbf{y}_\theta(t, \theta) - \mathbf{y}^0_\theta), \ t > 0.5s,
\] (41)
i.e., the feedback control law proposed in Section IV is activated after 0.5 s of simulation.

As in the one-dimensional reduced simulation model, continuous Galerkin elements with 1st-order Lagrange polynomials are used for approximating the q variables and discontinuous Galerkin elements with 0-order Lagrange polynomials are used for approximating the p variables.

The system Hamiltonian as well as the Lyapunov function are presented as a function of time in Fig. 3. Note that during the first 0.5 s of the simulation, both the Hamiltonian (total energy) and the Lyapunov function are constant. After 0.5 s, the Hamiltonian reduces and oscillates until converging to the new energy minimum. The Lyapunov function monotonically decreases towards zero. Snapshots of the simulation are presented in Fig. 4.

VI. CONCLUSIONS AND FURTHER WORK

This paper presented a port-Hamiltonian representation of the 2D nonlinear Shallow Water Equations in polar coordinates, in order to simulate a water basin with boundary wave-generators. Thanks to the use of polar coordinates, a 1D reduced model was obtained, assuming revolution symmetry of both the initial conditions and the boundary actuation. The 1D and 2D equations were approximated in finite dimension using the Partitioned Finite Element Method, that preserves the port-Hamiltonian system structure and can be implemented in well-established Finite Element software. Nonlinear time-domain simulations were performed. So far, a simple boundary feedback control law was tested in the numerical simulations, being able to dissipate the water waves.

Thanks to the port-Hamiltonian structure of the system, further work should focus on the interactions that happens on the boundary with the wave-generator actuators. Dynamic models of these actuators can be easily coupled to the SWE through the boundary-ports. Following this idea, other feedback boundary control strategies could be implemented, such as control by interconnection and impedance control.
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Fig. 4: Boundary control using a proportional gain $t_{\text{end}} = 3[s]$