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Abstract

The aim of this paper is to give a short survey of the studies that concern the notion of Hilbert’s $\varepsilon$-operator and its applications by the researchers in the USSR and continuation of their works abroad in post-soviet time.
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The aim of this paper is to give a short survey of the studies that concern the notion of Hilbert’s $\varepsilon$-operator and its applications by the researchers in the USSR. These works mostly belong to the domain of mathematical logics, but interactions with philosophical logics and mathematical linguistics cannot be ignored, all three domains being quite active.

The paper is based on a systematic historical investigation and my personal recollections, that helped to organize the search for information. I knew personally Grigori Mints, Albert Dragalin and Vladimir Smirnov mentioned below. Mints was the adviser of my graduate work, and I met Dragalin and Smirnov at various conferences. It is possible that my investigation is not completely exhaustive, but I recall whose names were mentioned then in connection with the $\varepsilon$-operator, and this knowledge was confirmed when I did look for references. I am reasonably sure that there were no other authors who did significant study of the $\varepsilon$-operator in the USSR.

My personal recollections were used also to reconstruct to some extent the atmosphere of Soviet times, at least as far as the relationship with the international science is concerned.

Three main aspects will be addressed.
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• How the interest for $\varepsilon$-operator had arisen, in particular, the external sources of logical research in the USSR.

• Principal works by soviet researchers who studied $\varepsilon$-operator and continuation of their works in post-soviet time. There are three main names: A. G. Dragalin (1941-1998), G. E. Mints (1939-2014) and V. A. Smirnov (1931-1996).

• Influence of these works on the research worldwide in their own time, and how they influence contemporary research.

Two volumes of German edition of “Grundlagen der Mathematik” by Hilbert and Bernays [5] were known to leading researchers in the USSR. Russian translation was done in 1968/70 and published in 1979/82 by “Nauka” (transl. from German by N. M. Nagorny). The full English translation still does not exist.

In general, the translation of scientific literature into Russian at this period was extremely active, and this fact mostly answers the question about sources. One may mention the publication of Kleene’s “Introduction to Metamathematics” in 1957 (translated by Essenin-Volpin), the translation of A. Robinson’s “Introduction to Model Theory and to the Metamathematics of Algebra” (1967), the translation of selected foundational papers in proof theory published as “Mathematical theory of logical deduction” (edited by A. V. Idelson and G.E. Mints) in 1967. In 1973 Kleene’s “Mathematical Logic” (translated by Yu. Gastev and edited by G. Mints) was published. In 1981 G. Kreisel’s selected papers in proof theory translated by Gastev and Mints [15] were published. For scientific literature at this time the interval between publication of an original and its Russian translation was often 5-7 years. The number of copies was usually at least several thousands, e.g., 7800 for [15]. Partly (but only partly) this may be explained by the fact that the USSR did not sign most of the international copyright agreements 1.

What else was accessible? Just as an illustration, one may mention that the library of Steklov Mathematical Institute included almost all “Mathematische Annalen” until June 1941 (with Gentzen’s foundational paper of 1936, and Ackermann’s paper of 1940), and again since 1949. It got also “Dissertationes Mathematicae” (published by Polish Academy), all issues 1953 - 1989 (including such papers as [13] by Kreisel and Takeuti)...

Personal contacts also should not be underestimated. For example, many prominent logicians attended the International Congress of Mathematicians in Moscow (1966), among them Tarski, Church, Kleene, Curry, Schütte, Feferman, Cohen.  

1 A curious fact, mentioned in [8], is that some Finnish universities, for example, the University of Turku, purchased in 1960s and 1970s Russian translations of American or West-European research due to financial reasons, since they were much cheaper than the original editions.
An one-hour talk was given by Schütte, 30 minutes talks by Cohen, Ershov (from Novosibirsk), joint talk by Shanin (the head of the logic group at Leningrad Branch of Steklov Mathematical Institute), Tseitin, and Zaslavski. Junior logicians from Leningrad (Maslov, Matiyasevich, Mints, Orevkov, Slissenko) participated in ICM with 15 minutes talks and had many opportunities to discuss logical problems with western colleagues. Tarski mentions [4] his dinner at “Praha” restaurant with Mal’cev (Maltsev), Markov, Shanin, Ershov, Kleene, Curry, Chang, Feferman. After the ICM Tarski visited Leningrad and gave a talk. Earlier, in 1965, both Moscow and Leningrad were visited by John McCarthy. G. Mints, whose works on the $\varepsilon$-symbol we shall consider below, was greatly influenced by G. Kreisel. Mints considered Kreisel (who did several important works concerning the $\varepsilon$-symbol himself) as one of his teachers. Kreisel visited the USSR in 1976, but actively communicated with Mints before (cf. [14]).

I cannot go too much into detail in this short paper, but would like to recommend the book [19] for a more general picture of the East-West scientific and cultural exchanges during Cold War times.

Another illustration of active interaction of soviet researchers with worldwide research community is a series of biannual Finnish-Soviet Logic Conferences that started in 1976. “Somewhere around 1975 J. Hintikka and V.A. Smirnov have agreed to hold Finnish-Soviet Conference on logic” [9] 2.

The proceedings of the first Soviet-Finnish Logic Conference included 6 papers by soviet participants. Among other contributions let us mention the papers by S. Feferman, J. Hintikka, J. Ketonen, G. Kreisel, D. Prawitz, R. Statman, D. Van Dalen. As Karpenko writes [9], the second Finnish-Soviet Logic Conference was held in Moscow, at the Institute of Philosophy, in 1979. The first Finnish-Soviet-Polish Logic Conference at Polanica-Zdrój was held in 1981. The series of Finnish-Soviet Logic Conferences continued (Helsinki, 1983; Telavi, Georgia, 1985; Helsinki, 1987; Moscow, 1989). It continued even after the fall of the USSR (until 1997, and restarted in 2012)3.

Among early works on the $\varepsilon$-operator one may cite V. A. Smirnov [38] (from Institute of Philosophy), and G. E. Mints [20] (from Leningrad Branch of Mathematical Institute). In Smirnov’s paper [38] (published in French) Hilbert, Bernays, Quine,

---

2Finland played a special role in this interaction. It was a liberal democracy, but it was not a NATO member and had a special relationship with the USSR because of the conditions of the Agreement of Friendship, Cooperation, and Mutual Assistance (1948). In times of the Cold War it was considered as a kind of “neutral ground”. For example, in 1975 it was the venue of the Conference on Security and Co-operation in Europe.

3I guess that the interruption was connected with the changes in the finance of scientific research.
Russell, Sloupiétzski\textsuperscript{4} were mentioned, but there is no bibliography. Mints \cite{20} cited several publications, in particular \cite{3}, \cite{16}, \cite{17}, \cite{18}, \cite{36}. From this brief outline it is clear that a large variety of sources was accessible, at least to researchers working in academic institutions. It is interesting to notice the role of Japanese and Polish sources, in addition to German, English and American.

We may agree that the most important contributions of the USSR researchers concerning the $\varepsilon$-symbol belong to mathematical logics. This is true also for continuation of this line of research after the fall of the USSR. As B. H. Slater writes: “A good deal of technical work has been done, as a result of such proofs, to create epsilon extensions of Intuitionistic Logic which are conservative.” \cite{37} It is more difficult to agree with Slater that this work is now mostly of academic interest. The research on $\varepsilon$ in the post-soviet time included the studies of $\varepsilon$-substitutions for analysis \cite{25} and other theories \cite{1}, \cite{29} (see the discussion in Stanford Encyclopedia of Philosophy \cite{2}).

As said above, the first paper on the $\varepsilon$-operator by a soviet researcher was the paper \cite{38} published in “Revue Internationale de Philosophie” in 1971. In 1974 two more mathematical papers were published: the paper \cite{3} by Albert Dragalin and \cite{20} by Grigori Mints.

Here is a brief outline of the main points of Mints’ paper (which takes into account the two others):

- It is known, that adding the $\varepsilon$-axiom $A[t] \rightarrow A[\varepsilon x A]$ to Heyting’s (intuitionistic) predicate calculus $HA$ gives a non-conservative extension - for example, the formula $\exists x(\neg P x \rightarrow \neg P b \land \neg P a)$ becomes derivable\textsuperscript{5}.

- We know (says Mints) two conservative $\varepsilon$-extensions of $HA$. In one of them, due to V. A. Smirnov, a rather limiting constraint is imposed on the notion of proof. We shall use another formulation, due to A. G. Dragalin; in this formulation functions defined by $\varepsilon$-expressions, are seen as partially defined.

- A. G. Dragalin...uses model-theoretical methods; we shall use proof-theoretical methods, that may be extended to stronger systems, and obtain a supplementary theorem about cut-elimination for proofs of arbitrary formulas, not only $\varepsilon$-free.

- These results admit natural extension to Intuitionistic Predicate Calculus with decidable equality (\textit{i.e.}, with supplementary axiom $\forall x \forall y (x = y \lor \neg x = y)$ and

\textsuperscript{4}In fact it has to be Jerzy Słupecki, who published a book with Ludwik Borkowski on logic and set theory; its Russian edition appeared in 1965.

\textsuperscript{5}Here $HA$ may be a misprint, since below Mints speaks about Heyting’s arithmetic, and calls Heyting’s predicate calculus $HPC$. 

to Heyting’s arithmetic with free functional variables and a choice principle in the form

\[
\Gamma \rightarrow \forall x \exists y A \quad \forall x A_y[f(x)], \Gamma \rightarrow C \\
\Gamma \rightarrow C
\]

where \(f\) does not occur in \(\Gamma, C, A\). An extension to Heyting’s arithmetic with bound variables of higher types and with a respective choice principle requires new ideas.

- The system studied in the paper is denoted \(HPC^e\). It is obtained from Heyting Predicate Calculus \(HPC\) with two sorts of variables (free and bound), with functional symbols but without equality by addition of the following term formation rule: for a formula \(A\), a free and \(x\) bound variable \(\varepsilon x A_\alpha[x]\) is a term. The system \(HPC^e\) has the same postulates as Hentzen’s \(LJ\) (except modified \(\exists \rightarrow\)), but the definition of proof is different.

- An occurrence \(V\) of some sequent in a tree-form figure (of deduction) is called meaningful\(^6\) if for every quasiterm \(\varepsilon x A\) in \(V\), there is in the antecedent of \(V\) or in some sequent lying below \(V\) a member

\[
(1) \quad \forall \alpha_1...\forall \alpha_n \exists x A
\]

where \(\alpha_1, ..., \alpha_n\) is the full list of free variables of quasiformula \(\exists x A\). The (1) is denoted \(!\varepsilon x A\).

- The figure (of deduction) that is built from axioms \(A \rightarrow A\) using deduction rules is called meaningful if all sequents in it are meaningful.

- There are three theorems: the cut elimination theorem for \(HPC^e\), the conservativity theorem for \(HPC^e\) w.r.t. \(HPC\) and the theorem that the following rule

\[
\forall x A_y[f(x)], \Gamma \rightarrow C \\
\forall x \exists y A, \Gamma \rightarrow C
\]

is admissible in \(HPC^e\) and \(HPC\) for function symbols \(f\) that do not occur in \(A, \Gamma, C\).

This work by Mints keeps its relevance for modern research. A surprising fact is that later he might underestimate its relevance himself. Bruno Woltzenlogel Paleo met Mints in 2012 and discussed his current work about epsilonization (in collaboration with Giselle Reis). As he wrote to the author, concerning [20]: “the work you pointed to us is much more relevant than the work Grigori Mints recommended. He must have forgotten.”\(^7\) Mints recommended [34].

---

\(^6\)”Osmyslennyi” in Russian.

\(^7\)E-mail to the author, 6 Oct. 2015.
Next paper by V. A. Smirnov [39], presented initially as a talk at the First Soviet-Finnish Conference, was published in 1979. In this paper Smirnov recalls the history of his intuitionistic system of natural deduction with the $\varepsilon$-symbol (a conservative extension of the system without $\varepsilon$). Dragalin’s technique is used to obtain a similar result for the system of natural deduction with identity. At the same conference was presented also the talk by Yu. Gladkich “Singular Terms, Existence and Truth: Some Remarks on a First Order Logic of Existence” published later in the same proceedings as [39].

In 1982 and 1989 Mints published two papers [21], [22].

- **Zbl 0523.03043** [21]: The paper contains a simplified proof of Ackermann’s theorem about the consistency of Peano Arithmetic. The proof is based on Hilbert’s idea to apply so called $\varepsilon$-substitutions to systems of arithmetical formulas (...). A careful analysis of the behaviour of the above substitutions and (...) give a proof of the convergence of a suitable system of $\varepsilon$-substitutions. Hence Ackermann’s theorem follows. (E. Adamowicz)

- **Zbl 0677.03040** [22]: The Hilbert epsilon-substitution method is extended to some formalizations of the theory of hereditarily finite sets. Applying the methodology developed in an earlier paper (...) the convergence (...) for the theory of hereditarily finite sets is established which generalizes the Ackermann theorem of the convergence of the epsilon-substitution method for first-order arithmetic. (B.R. Boricić)

After the end of the USSR, G. Mints (with some co-authors of the next generation) was, no doubt the most active (among the researchers formed in the USSR) to pursue the studies of $\varepsilon$. V. A. Smirnov also continued to work in this direction [40], [41], [42]

The papers of this period are easily accessible, so there is less need for a detailed presentation.

G. Mints did work on versions of $\varepsilon$-substitution method in various systems, problems of completeness, termination and cut elimination [24], [25], [26], [27], [28], [29], [30], [31], [32], [33], [34], [35]. Among his collaborators were W. Buchholz, D. Sarenac, S. Tupailo.

Some of these papers concerned other aspects of $\varepsilon$-methods, such as their relationship to Kripke semantics. Here is the abstract of [34]:

---

It must be noticed that in the USSR and post-soviet Russia mathematical logic interacted very little with philosophical logic and philosophy of language. The V. A. Smirnov’s works had considerable influence on philosophical community.
A natural deduction system for intuitionistic predicate logic with the existential instantiation rule presented here uses Hilbert’s \(\varepsilon\)-symbol. It is conservative over intuitionistic predicate logic. We provide a completeness proof for a suitable Kripke semantics, sketch an approach to a normalization proof, survey related work and state some open problems. Our system extends intuitionistic systems with the \(\varepsilon\)-symbol due to A. Dragalin and Sh. Maehara.

In the paper with Sarenac [31] Mints studied context-dependent descriptions and so called “salience hierarchy”. Here is the abstract:

- Epsilon terms indexed by contexts were used by K. von Heusinger\(^9\) to represent definite and indefinite noun phrases as well as some other constructs of natural language. We provide a language and a complete first order system allowing to formalize basic aspects of this representation. The main axiom says that for any finite collection \(S_1, \ldots, S_k\) of distinct definable sets and elements \(a_1, \ldots, a_k\) of these sets there exists a choice function assigning \(a_i\) to \(S_i\) for all \(i \leq k\). We prove soundness and completeness theorems for this system \(S_\varepsilon\).

The method of the proof proposed in [31] is based on a modification of the completeness proof for first-order predicate calculus given by Henkin [7]. Recently a critical analysis of [31] was presented in a talk by Hans Leiss\(^10\). His criticism concerns two important points: one technical (there is a gap in the proof), and one conceptual (whether the first-order theory proposed by Mints and Sarenac is an adequate representation of the second-order theory of von Heusinger).

It is clear, however, that independently of the results of this controversy [31] turns out to be a very stimulating work.

In his talk at Montpellier conference mentioned above Hans Leiss proposed what he himself described as a non-conclusive counterexample, and tried to “fill the gap” in the Mints-Sarenac proof (to modify the construction of term model).

An attempt to reflect a second-order theory in a first-order system also looks promising even if the details need to be fixed. One may hope that this theme will see new interesting developments.

It reminds the story of another proof proposed by G. Mints that was included in [43]. One may read there (p. 281): “Our treatment follows Mints [1992d], with a correction in proposition 8.4.12. (The correction was formulated after exchanges between Mints, Solovjov and the authors.)” It is meant here a “short proof” of so

\(^9\)in his paper [6]

\(^{10}\)At the same conference where the initial version of this work was presented, Epsilon 2015. Hilbert’s epsilon and tau in logic, informatics and linguistics, Montpellier, LIRMM, 10-12 June 2015.
called Coherence Theorem for Cartesian Closed Categories. First proof that was considerably longer was published by the author of this article and A. Babaev in 1979. G. Mints suggested a much shorter proof in 1992.

**Conclusion.** If I wanted to make a “lesson” from the history of studies of the $\varepsilon$-symbol outlined above, I would stress the role of continuity and interaction. Indeed, the papers by Smirnov, Mints and Dragalin could hardly appear in 1970s without continuity of the development of logic inside and outside the USSR, and strong collaboration between researchers on an international level.

The role of these factors remains vital even after the end of the USSR, as it is clearly seen from the examples above.
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