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ABSTRACT

A stereoscopic technique is developed in order to measure the sand-bed elevation in the swash zone at the wave time-scale. The present technique allows one to perform highly resolved measurements both in time and in space. An accuracy and a precision of less than 300 μm and 600 μm, respectively, are obtained in each direction. This technique has been used during a large-scale wave flume experiment where an erosive process of a plane beach is studied. The stereoscopic technique allows one to accurately measure the long-term evolution of the beach profile. In addition, spatially dependent variability on shorter time-scales is observed featuring accretion as well as erosion at the wave time-scale.
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1. Introduction

The swash zone is the transitional zone between the surf zone and the subaerial dry beach. This zone is known to be alternatively covered and uncovered by water which makes it difficult to be instrumented for both hydrodynamical and bed-shape measurements. The nearshore area, including the surf zone and the swash zone, experiences strong hydrodynamic forcing and sediment transport due to a highly complex hydrodynamical system spanning from wave breaking to the uprush and backwash within the swash zone (Longo et al., 2002). These large sand motions are responsible for the bar formation in the surf zone (Lippmann and Holman, 1990) as well as erosion or accretion of coastal beaches, an important issue in coastal management and preservation. It is now admitted that sediment transport rates are much larger in the swash zone than in the surf zone, the swash zone therefore being the most dynamic region of the nearshore (Masselink and Puleo, 2006). Moreover, as the swash zone ends at the shoreline position, knowledge of its dynamics is fundamental to predict the evolution of coastal areas.

Even if several reviews on the subject are now available in the literature (Butt and Russell, 2000; Elfrink and Baldock, 2002; Masselink and Puleo, 2006), the dynamics of the swash zone remains not fully understood due to its complexity. First, the swash zone hydrodynamics is not symmetric as the flow is decelerating during uprush and accelerating during backwash. This asymmetry induces a strong difference in the transport processes between the two regimes. Moreover, even if the transport rates are large in the swash zone, the net transport during a complete wave event is a small quantity. As mentioned by Elfrink and Baldock (2002), this last point also makes quantification of transport difficult in the swash zone. Moreover, infiltration and exfiltration of water through the beach surface can also modify the local structure of the boundary layer at the beach face and have thus the potential to affect the sediment transport in the swash zone, altering for instance the critical Shields parameter defining the transition from rest to bed load transport (Elfrink and Baldock, 2002). Again, filtration measurements are difficult to perform and are thus poorly documented in the literature. The swash zone is thus a complex and strongly coupled system involving several processes. Field and lab measurements are therefore needed to improve the modelling of the nearshore evolution.

Several developments in field measurements can yield important and valuable data of real situations (Aagaard and Hughes, 2010; Baldock et al., 2006; Masselink et al., 2005; Turner et al., 2008), yet it remains difficult to dissociate a great number of phenomena from essential mechanisms under uncontrolled conditions. Also, it remains more difficult to collect highly resolved and robust measurements in the field, since the measurements themselves are influenced by the uncontrolled conditions. A valuable alternative is offered by large-scale laboratory experiments which are more easily controlled and are reproducible, but also in close similarity to nature due to their size. As mentioned above, one of the main difficulties in measuring the swash zone is the coexistence of three phases (sand, water and air). Further, each point of the swash zone can be emerged or submerged. Finally, one of the key points in quantifying erosion or accretion of the beach is the sand-bed position. Therefore, a first step to estimate the sand transport rate is the measurement of the emerged bed position resulting from the
wave forcing (uprush and backwash processes). Traditional mechanical methods to investigate the bed-shape evolution suffer at least from two limitations. First, they are intrusive, implying that measurements can only be performed when the wave cycle is stopped, and second, they will always deform the bed to some degree whilst being limited to a single profile or a series of profiles due to the amount of time needed to perform the measurements. Although the global bed-shape evolution can be obtained by this method, certainly of interest, the actual sediment transport resulting from a given wave or wave group cannot be obtained, as this needs to resolve the bed evolution during a single wave cycle. Another alternative is the acoustic sensor which allows a time-resolved measurement of the bed position (Turner et al., 2008). However, this technique only gives access to a point measure of the sand-bed position. Optical techniques have also been started to be developed for in-situ measurements of the sand-bed surface elevation in the swash zone (Holland and Puleo, 2001). A stereometric optical method allows these authors to reconstruct the three-dimensional positions of the water front (swash edge) as a function of time. The temporal evolution of the edge position then leads to the cross-shore evaluation of the sand bottom in the swash zone. The estimated accuracy on the surface elevation was around 2 cm in their study (Holland and Holman, 1997).

In the present study, an optical method has been developed to measure the emerged sand-bed surface elevation as part of the Hydralab III/SANDS campaign in the large-scale flume Canal de Investigación y Experimentación Marítima (CIEM) at the Universidad Politécnica de Cataluña in Barcelona. The method is non-intrusive, leading to an accuracy of the height estimation of the order of the sand grain size whilst the temporal resolution allows the wave cycle to be captured. The chosen principle is to reconstruct the bed-surface elevation via stereoscopic imaging from two different view points by correlating matched projected points on the beach. The stereoscopic technique has been used during a wave flume experiment where wave forcing characterised by a Jonswap spectrum eroded an initially 1/15 slope beach.

The manuscript is organised as follows. First, the optical stereovision techniques developed are presented in Section 2. Sections of the errors are also given. A first set of results, which were obtained within the SANDS campaign in 2008, demonstrating the applicability and interest of the technique are then shown and discussed in Section 3. Finally, conclusions are drawn.

2. Technical methodology

The technique is based on the determination of the position of a set of points on the beach, in the laboratory frame of reference, via their imaged positions in the image planes of two separate cameras. The three-dimensional position of these points at different times thus yields quantitative information on the bed evolution in the swash zone. Such a technique, known as stereovision, is widely used for recovering 3D structures of a scene and has been used very recently to evaluate the interface elevation of free surface flows (Chatellier et al., 2010; Douxchamps et al., 2005; Jehle et al., 2008) for instance.

If one considers a point P in the laboratory frame of reference (i.e. the world coordinates) imaged by two cameras, here referred to as cameras 1 and 2 (fixed in the laboratory frame of reference and not aligned), the process to determine its position \( P_{\text{lr}} = (x_{\text{lr}}, y_{\text{lr}}, z_{\text{lr}}) \) in the world coordinate frame of reference is known as triangulation. Triangulation is the identification of the intersecting point between the two different lines of sight –rays– passing through the two image points of \( P \), \( P^1 \) and \( P^2 \) and with \( O^1 \) and \( O^2 \) the centres of the optical systems associated with cameras 1 and 2, respectively, as will be explained in Section 2.3 (see Fig. 1).

This procedure thus gives access to the third spatial dimension, lost by imaging a scene with only one camera, using the information from both cameras.

2.1. Experimental set-up

One of the major issues of a stereovision technique is its implementation on a large scale experimental device such as CIEM. Here, the area of interest is relatively large (a 3 m x 2 m field). A first concern is thus minimising optical distortion and achieving good resolution of the recorded field. To this end, two synchronised high-resolution, high-sensitivity 14-bit PCO-2000 cameras (2048 x 2048 pixels x 2 CCD cell size of 7.4 x 7.4 µm²) were chosen, coupled to 24 mm Nikon lenses (f = 24 mm). To eliminate vibrations, the cameras were attached on a rigid and strong aluminium structure, the distance between the cameras and from the zone of interest being about \( T = 4.5 \) m and \( D = 5 \) m, respectively (see Fig. 2). The two cameras thus recorded the same field with an angle between the two line of sights of around 50°. To optimise the image field and limit distortion differences between the two cameras, the line between the two cameras is parallel to the initial 1/15 slope of beach (see Fig. 2).

2.2. Detection of specific points on the surface of the swash zone

The first step of the experimental technique is to detect the two image-points of each point \( P_k \) (k being the index of each point) on the set on the bed surface of the swash zone recorded by the two cameras. The image-points obtained from the two view sights then have to be matched for each \( P_k \). As a sand-bed does not exhibit sufficient texture at large image scale (several meters), a regular grid of light dots (1470 dots) was projected onto the swash zone (a 3 x 2 m² area) from the top (see Fig. 3), each dot having a radius of about 2 cm. The grid is projected using a 2000 lm video projector mounted between the two cameras (see Fig. 2). The points \( P_k \) are then considered to be the centre of each dot, \( k = 1:1470 \). The horizontal resolution of the measurement is controlled by the distance between each dot which is about 5 cm.

It is worth noting that the swash zone divides into a dry zone (right part of the camera images in Fig. 3) and a wet zone (left part of the camera images in Fig. 3). The reflection of the dots and then their images on the two cameras is different in the wet and dry zones (the wet zone being fuzzy and brighter) making their detection in the wet zone difficult. However, it will be seen in the following that the method used for the detection in the present study allows the detection of nearly all the projected dots. The method is based on the pattern recognition technique developed by Perré and Giralt (1989). The detection technique can be summarised as follows for each camera referred by superscript j.

First, a mask is systematically applied to each recorded image to extract the zone of interest (illuminated zone with dots). In particular, the useless parts of the images including the side wall of the flume (visible in Fig. 3(a) and (b)) are removed by applying this mask.

Then, a binary dot pattern of radius similar to the radius of the images of the dots (~ 12 pixels) of the illuminated zone is defined (see Fig. 1).
Fig. 4(a)). This binary pattern is used as a template to compute the first correlation map \(C_1\) with the image recorded by camera \(j\) (Fig. 3) where the subscript refers to the first correlation. The local maxima \(C_{1,k}\) of \(C_1\) correspond to a first estimation of the position of the image-dot centres on each camera with dot index \(k\), where \(k = 1 \ldots n_k\) and \(n_k \leq 1470\) is the number of detected points. In order to maximise the number of dots that can be detected but also increase the accuracy of the detection of the image-dot centres, a second correlation map \(C_2\) is computed using a new estimation of the dot pattern as a new template. The new template (see Fig. 4(b)) is an averaged pattern of the detected dots obtained from the first correlation \(C_1\). For that, only the detected image-dots for which the local maxima \(C_{1,k}\) satisfy \(C_{1,k} > 3 \times \text{RMS}(C_1)\) are considered. This criterion selects image-dots which correspond to the cleanest reflections of the patterns on the dry surface. Local maxima \(C_{2,k}\) of the second correlation map \(C_2\) with this new image-based template yield improved positions of the centres of the image-dots. The accuracy of this detection process is again improved using a subpixel Gaussian interpolation (Wilert and Gharib, 1991). The sub-pixel position of \(P_k\) on each camera image is referred hereafter as \(P_{\text{det,k}} = (u_k, v_k)\), \(u_k\) and \(v_k\) being expressed in sub-pixels and where \(d.i.l\) stands for discrete image.

An example of the results obtained with this detection algorithm is shown in Fig. 5(a) and (b). The black crosses correspond to the coordinates \(P_{\text{det,k}}\) (a) and \(P_{\text{det,l}}\) (b) obtained from the detection algorithm. In this example, the number of detected point is \(n_k = 1468\) on camera 1 and \(n_l = 1461\) on camera 2, i.e. very close to the maximum of 1470. The detection algorithm is thus shown to be robust and allows the determination of more than 98% of the dots in the dry zone and more than 95% of the dots in the wet zone.

The matching between the detected image-points \(P_{\text{det,k}}\) and \(P_{\text{det,l}}\) on camera 1 and camera 2, respectively, can be easily addressed thanks to the projected regular grid chosen. Image-points \(P_{\text{det,k}}\) and \(P_{\text{det,l}}\) are simply listed in a matrix ordered as the dot grid.

Once the image-points are detected on each camera and matched between the two cameras, the 3D metric position in the world coordinates, \(P_{\text{det}}\), of the corresponding point \(P_k\) is determined using a triangulation method, which is the central part of the stereovision technique. The general principle of this technique is described in the following. It will be shown that such a technique requires a calibration in order to estimate the optical properties of the system of cameras.

### 2.3. Stereovision: general principle

As mentioned above, triangulation is the identification of the intersecting point between the two different lines of sight -- passing through the two image points \(P_k\) and \(P_l\) (see Fig. 1) of the point \(P_k\) in the laboratory frame of reference (i.e. in the world coordinates). The position of \(P_k\) will be noted \(P_{\text{det}} = (x_l, y_l, z_l)\) in the world coordinate frame of reference. The characterisation of the lines of
If \( K'_j \) and \( T'_j \) are known for each camera \( j = 1 \) and \( j = 2 \), it can be easily shown that an unknown point \( P_b \) of coordinates \( P_{b_{kw}} \) in the laboratory frame can be reconstructed by the triangulation of the measured image points \( P_{b_{kw}} = (u_b, v_b) \) on each camera (see Hartley and Zisserman, 2004). The triangulation between two image points thus allows one to recover the third missing dimension when the projective transformation from \( P_{b_{kw}} \) to \( P_{b_{kw}}' \) (Eq. (1)) on a given image plane is used. The triangulation is the resolution of a system of 4 equations (resulting from Eq. (1) for the two cameras') for 3 unknowns of \( P_{b_{kw}} \), i.e., \( x_w, y_w, z_w \):

\[
u'_j = k'_j f y_j P_{b_{kw}} + t'_j \]

\[
u_j = k_j f y_j P_{b_{kw}} + t_j + u'_0 \quad j = 1, 2 \tag{2}
\]

\[
u'_j = k'_j f y_j P_{b_{kw}} + t'_j \]

\[
u_j = k_j f y_j P_{b_{kw}} + t_j + v'_0 \quad j = 1, 2 \tag{3}
\]

where the subscripts 1, 2 and 3 correspond to the first, second and third lines (resp. elements) of the associated rotation matrix (resp. translation vector).

As shown, the modelling of the optical camera system implies a given number of unknown intrinsic and extrinsic parameters for each camera which have to be determined using a calibration process to be described in the following sections. In particular, a global stereo calibration, which calibrates the system as a whole, will be used here since it is more accurate (García et al. 2000). As in Hesikilä and Silven (1987), three radial and two tangential distortion parameters are introduced to take into account the distortion of the images induced by the optical system. These parameters can be easily added to the intrinsic parameters matrix \( K'_j \), the general concept described below being unchanged.

2.4 Stereovision calibration

The calibration method developed in the present study follows the procedure described by Bouguet (2004). For the calibration technique, a given number of points \( P \) with known world coordinates \( P_{b_{kw}} \) are imaged by the two cameras. Then, the method to evaluate the different parameters is based on the minimisation of the distance between the detected image points \( P_{b_{kw}}' = (u', v') \) of \( P \) on each image plane \( j \) and the transformation of the known \( P_{b_{kw}} \) through relation (1).

For the calibration procedure, a flat plate \((50 \times 50 \text{ cm}^2)\) (the model plane) marked with regularly spaced white dots on a black background has been used (see Fig. 7). First, several images of the model plane are captured by the two cameras under different orientations and positions. Then, each dot centre is detected for both image pairs using a correlation method based on a mean dot image (similar to the one discussed in the previous section). For the calibration process, the origin as well as the axes of the world system is attached to the model plane, in particular the \( x_w \) and \( y_w \) axes are aligned with the edge of the model plane and the \( z_w \) axis is perpendicular. Therefore, the world coordinates of each dot of the model plane are fixed by the geometry of the flat plate with a given accurate distance between the dots \((\Delta x = \Delta y = 5 \text{ cm} = 60 \mu\text{m})\). The knowledge of the positions of the model plane’s dots in the world frame of reference thus allows one to recover the unknown intrinsic and extrinsic parameters involved in Eq. (1). To this end, the cost function to minimise in the calibration process is the Euclidean back projection error of each point projected into the image plane. The best solution, in a least square sense, is approached by a non-linear optimisation algorithm, here the gradient descent method.
The cost function used for the calibration of one camera can be written

$$
\theta = \sum_{i=1}^{n} \sum_{j=1}^{p} \left[ \left( [p'_j] - [K] \cdot [T] \cdot [P_{pj}] \right)^T \right]^2,
$$

(4)

whilst it takes the form

$$
\theta = \sum_{i=1}^{n} \sum_{j=1}^{p} \left( \left| [p'_j] - [K] \cdot [T] \cdot [P_{pj}] \right|^2 + \left| [K] \cdot [T] \cdot [P_{pj}] \right|^2 \right)
$$

(5)

for the global stereovision calibration where $p$ is the number of points on the dot target and $n$ is the number of orientations acquired for the calibration process. As suggested in Zhang (2000), $n = 8$ was used here. As the model plane is small compared to the size of the field of interest, for obvious practical reasons, attention was paid to place the model plane at different locations of the recorded field (Fig. 7).

The global stereovision calibration used in the present study assumes that instead of formulating the transformations $T_j$, $j = 1, 2,$
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**Fig. 6.** Pinhole camera model: relation between a 3D point and its 2D image projection for camera $j$ ($j$ being 1 or 2).
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**Fig. 5.** Position of the image points $P_j$ and $P'_j$ (crosses) detected on camera 1 (a) and camera 2 (b), respectively. Zooms at two different locations of the recorded field are also presented for both cameras.
2.5. Estimation of the errors

The errors in the estimation of the position of a point, inherent to the stereo technique, are called the quantization, or resolution, error. As proposed by Benetazzo (2006), the maximum quantization error \( \epsilon_{q_2}, \epsilon_{q_1}, \epsilon_{q_3} \) can be estimated theoretically such as:

\[
\begin{align*}
\epsilon_{q_2} &= \frac{D^2 \sin(2\beta)}{2TN \cos(\beta + \alpha)^2}, \\
\epsilon_{q_1} &= \frac{D^2 \sin(2\beta)}{2N \cos(\beta + \alpha)^2}, \\
\epsilon_{q_3} &= \frac{D^2 \sin(2\beta)}{2N \cos(\beta + \alpha)^2},
\end{align*}
\]

with the \( \hat{X} \) axis aligned with the baseline, the \( \hat{Z} \) axis perpendicular to the \( \hat{X} \) axis and pointing towards the measured field and the \( \hat{Y} \) axis the transverse direction. \( D \) and \( T \) are the distances from the baseline and between the two cameras, respectively, and \( \alpha \) is the angle between the cameras' lines of sight (see Fig. 2). \( N \) is the number of pixels in one direction of the sensor and \( \beta \) corresponds to half the angle of view of the cameras. In the present case (\( \alpha = 50^\circ, \beta = 17.5^\circ \), \( T = 4.5 \text{ m}, D = 5 \text{ m} \) and \( N = 2048 \)), we obtain \( \epsilon_{q_1} \approx 1430 \mu\text{m}, \epsilon_{q_2} \approx 1290 \mu\text{m} \) and \( \epsilon_{q_3} \approx 770 \mu\text{m} \).

Using a similar stereo process, de Vries et al. (2011) estimated the actual accuracy of their technique to be ten times smaller than the theoretical prediction of formulas (2.5), the reason of the improvement being partly attributed to a sub-pixel algorithm. As mentioned in Section 2.4, the sub-pixel algorithm used here gives an error on the estimation of the image dots positions of 0.03 px and 0.05 px in each direction of the image plane. One can then assume that, with the sub-pixel algorithm, \( N \) could be replaced by 20 \( N \) in formulas (2.5) to evaluate the maximum quantization error in the present case. The estimation of the maximum quantization error, and therefore the theoretical indicative accuracy of the stereo technique, is reduced to \( \epsilon_{q_2} \approx 72 \mu\text{m}, \epsilon_{q_1} \approx 65 \mu\text{m} \) and \( \epsilon_{q_3} \approx 39 \mu\text{m} \).

A method to evaluate the accuracy of the present stereo technique is the reconstruction of the known positions of the dots on the model plane. The reconstruction of a horizontal model plane (rows of dots being aligned with the \( x \) and \( y \) directions) and a vertical model plane (rows of dots being aligned with the \( x \) and \( z \) directions) at two different locations of the recorded field, leads to a mean value of the distance between dots of \( \Delta x = 4.98 \text{ cm}, \Delta y = 4.99 \text{ cm} \) and \( \Delta z = 4.97 \text{ cm} \). This correspond to a bias error of the distance between dots of 200 \( \mu\text{m}, 100 \mu\text{m} \) and 300 \( \mu\text{m} \) in the \( x, y \) and \( z \) directions respectively, including the error of the calibration plate. The obtained accuracy is thus comparable to the size of a sand grain. The precision, given by the RMS errors of the dot distances, is also less than 300 \( \mu\text{m} \).

Beyond the accuracy of the stereo method, errors can be induced by undesired movements of the system supporting both the cameras and the video projector. In order to estimate this error on the time scale of the experiment, a fixed point (a mark on the wall) is monitored during 30 min (a typical time series, see Section 3.1). In particular, it was found that no bias was induced by possible movements. On the other hand, small vibrations of the system can affect the precision of the measurements. The RMS error on the estimated position of the fixed point, associated to these vibrations, gives a precision of less than 400 \( \mu\text{m} \).

Finally, the precision of the measurements can also be affected by the uncertainty of the form of the projected light dots on a rough sand surface as well as light beam fluctuations. To evaluate this uncertainty, positions of all the projected dots on the dry beach are estimated for several successive images before starting the wave paddle, the beach being therefore unchanged in time. The RMS error of the
variation of the measured position of the dots between the successive images gives a precision below 600 μm.

To conclude, the accuracy of the stereo process is estimated to be less than 300 μm, whilst the precision of the measure is less than 600 μm.

3. Hydralab III/SANDS experiments

3.1. Experimental set-up

The stereovision technique described above has been deployed during the HYDRALAB III/SANDS experiment in the large (100 m long and 3 m wide) wave flume CEM. (see Fig. 8). The wave-paddle can generate any complex surface wave spectrum, such as the Joneswap spectrum. A 1/15 sloping beach in the nearshore zone consisting of a well-sorted medium sand (d50 = 250 μm) was built. The entire experiment consists of 39 repeated time series, TS, of 30 min duration during which the same paddle signal corresponding to a Joneswap spectrum (peak enhancement factor γ = 3.3) is imposed for the waves. The generated waves reproduce erosive conditions with a significant wave height Hs = 0.53 m and a peak period Tp = 4.14 s. The reader should refer to Altariba and Càceres (2010) for more information on the experimental set-up. The time t associated with a time series TS is defined such that t = 0 at the beginning of each time series. The absolute time of reference t = 0 corresponds to t = 0 of the first time series (TS = 1). In the present paper, each time series is sampled at 5 Hz for five selected intervals of 1 min duration that will be referred to as bursts hereafter.

The frame of reference (Fig. 8) is chosen such that x is aligned with the principal direction of the wave flume (cross-shore direction), z in the negative gravity direction and y in the transverse direction (longshore direction). The origin of this frame is such that x = 0 at the rest paddle position, y = 0 at the back side wall of the wave flume and z = 0 at 3.13 m above the bottom of the flume. At the beginning of the experiment, the still-water level corresponds to z = -66 cm. The origin of z was chosen for convenience using a mark on the back side wall of the flume.

3.2. Dry vs. wet surface distinction

An example of the 3D reconstruction given by the stereovision technique of the surface level z = h(x,y,t) is shown in Fig. 9 at a given time (t = 897 s within burst 3 of TS = 10). This map corresponds to the raw images shown in Fig. 5. As observed in Fig. 9, the stereovision technique allows the surface h(x,y,t) to be quantified in the dry area but also gives at least qualitative information in the wet area. It is thus possible to identify the water front at each time step and a criterion characterising the state (wet or dry) of the measured surface h(x,y,t) can be proposed. This criterion is based on the fact that, as observed by Turner et al. (2008), the surface h(x,y,t) rapidly varies in time as the water front passes through (see Fig. 10) whilst h(x,y,t) remains essentially independent of time between swash events (dry beach). In Fig. 10 is shown h and its temporal derivative ∂h/∂t as a function of time (within burst 5 of TS = 10) at a given position (x = 7700 cm and y = 150 cm) where changes in dry and wet surfaces appear to occur. Intervals of almost constant h are observed in Fig. 10. ∂h/∂t appears to be a good candidate to distinguish dry and wet areas in the swash zone.

Fig. 11 shows the evolution of [θ<sub>h</sub>→<sub>y</sub>θ] in the (t<sub>s</sub>, TS ≤ 25) plane at x = 7700 cm for burst 5 (1650 s ≤ t ≤ 1710 s) where <h>→<y> corresponds to the average value of h(x,y,t) along the transverse direction y. Given that the wave front varies much more significantly in the cross-shore direction x than the long-shore direction y, considering <h>→<y> allows one to more clearly identify the cross-shore swash dynamics than a single profile for y = constant. In Fig. 11, black regions, i.e. low ∂<h>→<y>/∂t, correspond to dry periods whilst white zones highlight the presence of water at the considered position. (The horizontal black line observed at TS = 6 is due to a lack of information for this time series.) Three dry periods which are nearly independent of the time series TS are observed within this burst. As the same forcing is imposed in the different time series, this figure thus shows a very strong correlation between the wave forcing and the swash zone hydrodynamics. A period of around 25 s can be deduced from the observation of these three dry periods, corresponding to the incident long-waves (Altariba and Càceres, 2010). These standing long-waves are the signature of a random wave forcing on a dissipative beach (Masselink and Puleo, 2006) in accordance with the

Fig. 8. Sketch of the UPC wave flume: the initial nearshore sand-bed profile is a 1/15 slope.

Fig. 9. An example of the 3D reconstruction of the surface level z = h(x,y,t) in the swash zone at t = 897 s (burst 3 of TS = 10).
ribarren parameter of 0.4 characterising the present experiment (Alsina and Cáceres, 2010). It should be noted that a fourth smaller dry period is observed around \( t_s \approx 1690 \) s. However, this dry period tends to disappear around \( t_S = 10 \). This behaviour highlights a modification of the sand-bed shape during the experiment which is probably due to the global erosion of the beach in the nearshore zone as well as the signature of higher frequency incident waves.

For a quantitative description of the bed evolution, it has been arbitrarily chosen to define the dry region as \( |\partial h/\partial t| < 0.05 \) cm/s, as chosen by Turner et al. (2008). This threshold allows one to highlight the pertinence of the present technique to extract accurate quantitative information in the swash zone as shown in the following.

3.3. Sand-bed evolution

Using the threshold just defined, cross-shore profiles \( z = \langle h \rangle_\eta(x,t) \) of the sand level were extracted at different times (solid lines in Fig. 12). It can be seen that the wave forcing induces a global erosion in the nearshore zone, as expected from the Jonsswap spectrum characteristics (Alsina and Cáceres, 2010). As observed from the solid lines in Fig. 12, the bed level does not reach a stationary shape for the times considered here. In Fig. 12, the obtained bed profiles \( z = \langle h \rangle_\eta(x,t) \) are also compared with data obtained from a standard mechanical bottom profiler at the centre of the flume \( y = 150 \) cm (Cáceres et al., 2008), performed every 3 or 4 \( t_S \). The resulting profiles (dashed lines in Fig. 12) show a good quantitative agreement, the difference being less than one centimetre which is roughly the margin of error of the bed profiler, but can be also attributed to long-shore variations as deduced from the stereovision technique and not accounted for with the mechanical profiler.

The stereovision technique developed in the present study allows one to have access to all relevant temporal scales of the spatial evolution of the bed level. The time-series scale evolution can be seen in Fig. 13(a) and (b) which reveal the evolving long-time erosive process at three spatial locations. Here the absolute time \( t \) starting at the first \( t_S \) is non-dimensionalised by the peak period \( T_p = 4.14 \) s and it can be seen that the measurements span over 10000 \( t_p \) (the first 23 \( t_S \) where \( 1750 \sim 430 t_p \)). The three chosen spatial locations (of the 1600 measured) are \( A_1 = (x,y) = (7750 \) cm, 150 cm), \( A_2 = (7750 \) cm, 60 cm) and \( A_3 = (7650 \) cm, 150 cm) in the swash zone. \( A_1 \) and \( A_2 \) being on the same cross-shore profile at the middle of the flume and \( A_1 \) and \( A_2 \) on the same long-shore profile. Fig. 13(a) shows the absolute bed level \( z = h(x,y,t) \) at \( y = 150 \) cm at the centre of the flume (dashed lines).
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**Fig. 10.** Temporal evolution during burst 5 of \( t_S = 10 \) of the measured surface elevation \( h \) at \( x = 7700 \) cm and \( y = 150 \) cm (a), and its temporal derivative (b).
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**Fig. 11.** (\( t_S = 25 \)) diagram of \( |\partial h/\partial t| \) at \( x = 7700 \) cm (burst 5). The horizontal axis represents the temporal evolution within burst 5 whilst the vertical axis corresponds to the different time series \( t_S \). (For each horizontal line, the same forcing is imposed by the wave paddle.)
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**Fig. 12.** Cross-shore profiles \( z = \langle h \rangle_\eta(x,t) \) of the bed level at different times obtained from the stereovision technique (solid lines). Cross-shore profile \( z = h(x,t) \) extracted from mechanical profiler data at \( y = 150 \) cm at the centre of the flume (dashed lines).
the relative change in bed height $h(x, y, t) = h(x, y, 0)$ where $h(x, y, 0) = h_0(x, y, t = 0)$ and $n$ are positions 1, 2, 3. In both figures, a global decrease or erosion can be observed. The $h$ or $h - h_0$ variations on much shorter time-scales (wave scale) appear here as if they were vertical experimental scatter but in fact these variations are larger than the experimental error (~300 μm) and represent erosive and depositional changes of 0.5 to 1 cm in bed height. The relative height evolution at the time-series scale in Fig. 13(b) allows one to discern that the global (in a temporal sense) erosion is spatially dependent. Indeed, it can be seen in Fig. 13(b) that whilst still decreasing (eroding), all three $h - h_0$ data sets diverge for $t/T_p > 4000$, implying that the global erosion process is spatially inhomogeneous. More specifically, the relative erosion $h - h_0$ is larger for different cross-shore positions (between $A_1$ and $A_3$) but is also observed to vary in the long-shore direction (between $A_1$ and $A_2$).

The spatially dependent behaviour can also be examined in detail for the wave time-scales. This is done in Fig. 14(a) and (b) in which the relative bed evolution $Δh = h_1(x, y, t_2) - h_1(x, y, t_1)$ between times $t_1$ and $t_2$ is plotted for $t_2 - t_1 = 27 s - 67 T_p$ (in burst 1, $T_5 = 1, t_{1/1} = 7.2 s$) and $t_2 - t_1 = 47 s - 127 T_p$ (in burst 5, $T_S = 1, t_{1/1} = 9 s$). Physically, $t_2 - t_1$ in Fig. 14(a) corresponds to the interval of instantaneous wave forcing of a single incident standing long-wave period (~20 s) as observed by Alsin and Garcia (2010) and $t_2 - t_1$ in Fig. 14(b) to two such incident standing long-wave periods. It should also be noted that the type of forcing is different between both time intervals due to the irregular forcing. It can be seen in both figures that regions of accretion coexist with regions of erosion, both of the order of 1 cm, i.e. undetectable with most current techniques, on the relative short time-scale of the incident long-wave. Comparison between Fig. 14(a) and (b) further show that this trend of spatially dependent regions of accretion and erosion strongly depends on the instantaneous wave forcing.

4. Conclusion

A stereoscopic technique is presented that allows the identification of the dry sand-bed areas in the swash zone as well as the bed elevation determination with high precision. This technique is temporally resolved at all relevant scales (from within a wave to the long-term beach evolution) over a large area of the swash zone (~2 m x 3 m) with an accuracy below 300 μm, a precision of less than 800 μm and a spatial resolution of 5 cm. In particular, a variation
of the measured sand beach of less than 1 mm can therefore be considered as the true beach variation.

The experiments were performed in the large CIEM wave flume of the University of Catalunya during which a Jonskamp spectrum forcing under erosive conditions was imposed. On the long time-scale, the presented technique reveals good agreement with the results of a classical mechanical profiler of the cross-shore profiles evolution and the associated erosion.

On the smaller time-scale (from wave by wave to several incident standing long-wave periods), it is shown that the variability is more complex than a continuous erosion, the picture arising from classical profiling measurements. In addition, spatially dependent zones of accretion or erosion are observed at small time-scales. Both highlight the complex hydrodynamics involved in the swash zone.

Application of this technique is expected to yield the necessary information to better understand and model the complex processes occurring in the swash zone.
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