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Abstract

Contrary to the case of flame interaction with a dry wall, little is known today about liquid film evaporation effects on the physics and structure of the boundary layer and on the flame evolution when approaching a liquid film. In this paper, Direct Numerical Simulation (DNS) is used to study the boundary layer above a liquid evaporating film in the fully developed turbulent channel flow configuration where only the liquid film surface is viewed by the simulation through a boundary condition. First, the classical minimal isothermal channel of Kim et al. [J. Kim, P. Moin, R. Moser, Turbulence statistics in fully developed channel flow at low Reynolds number, J. Fluid Mech. 177 (1987) 133–166] is computed to check the accuracy of the DNS solver. Next, the calculations are repeated for an anisothermal case where hot gas is flowing between cold walls. The numerical results corroborate those of Nicoud [F. Nicoud, G. Winckelmans, D. Carati, J. Baggett, W. Cabot, Boundary conditions for LES away from the wall, in: Summer Program, Center for Turbulence Research, 1998, pp. 413–422] and Huang & Coleman [P. Huang, G. Coleman, Van driest transformation and compressible wall-bounded flows, AIAA J. 32 (10) (1994) 2110–2113], introducing modified dimensionless variables. Finally, an evaporating liquid film is added at the walls. The complexity of the interaction between the evaporation process and the boundary layer structure, as well as its strong dependence on the thermophysical properties (that change with the mixture composition) are highlighted. As in the anisothermal case, the classical wall units are no longer adapted to build wall functions and new dimensionless variables are proposed. In addition a wall function must be developed for the evaporating species mass fraction, using a new dimensionless wall variable. It is shown that using these new variables allows to derive new wall functions for momentum, temperature and mass that lead to a correct description of the boundary layer when compared to DNS. These new wall functions may be directly implemented in CFD codes to take into account the impact of an evaporating liquid film.
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1. Introduction

The formation of liquid films on walls is encountered in many engineering applications, such as air coolers, cooling towers, drying processes or Gasoline Direct Injection (GDI) engines. GDI technology is developed today as an alternative technology to lower the fuel consumption together with pollutant emissions, which are both crucial topics for the future. In these engines the fuel spray may impinge on the piston and form a liquid fuel film on its surface (Fig. 1). The evaporation of this liquid film and its interaction with the flame that may lead to flame quenching and production of unburnt hydrocarbons (HC) then alter the engine operation and performance. In spite of their widespread applications, simultaneous heat and mass transfer between a liquid film and a turbulent air stream have not been much investigated. In the case of GDI engines the generic configuration is actually very complex as it involves a flame that may approach the liquid film and interact with it. Being able to model this interaction is therefore a key issue in CFD codes. Most approaches for wall-bounded flows are based on wall functions [5], originally developed for simple homogeneous gaseous flows and describing both the dynamic and the thermal fluxes. This approach was later extended to complex configurations such as transpiration through walls [6,7]. More recently, the turbulent flow around a cooling multiperforated plate was studied to derive a wall function able to reproduce the main characteristics of such a complex flow [7]. Initially developed for small temperature differences between the flow and the wall (to keep small density and viscosity variations) [8], the thermal wall function was later extended to strongly anisothermal situations [6]. Another usual assumption is that the flow composition in the channel is frozen and may be described with one single species. This is however
not true in combustion applications where chemical reactions modify the mixture composition up to the wall, and wall functions were again extended in this context to account for mass fraction variations [9]. Moreover the extension to reacting flows requires the modelling of the flame behaviour when approaching the wall and its impact on the wall fluxes. This was done by several authors [10,11], who identified the flame quenching distance and calculated the resulting wall fluxes. The case of chemically reacting walls (leading to ablation for example) was also studied by Artal et al. [12]. All these studies assume a purely gaseous flow and a dry wall. The description of a liquid film in such models remains today a challenge.

A powerful method to study, design and validate wall functions is Direct Numerical Simulation (DNS) that has been often used in the last twenty years and in most of the works cited above. The methodology uses theoretical arguments to build generic formulas for mean and fluctuating velocity profiles near the wall [13] and DNS is used to verify the validity of the underlying assumptions. In a second step the developed wall laws are confronted to DNS results on representative flows for validation and fitting the constant parameters involved in the formulas.

In this paper, the above methodology (DNS combined with theory) is used to study the interaction between an evaporating liquid film and the turbulent boundary layer created in the vicinity of a wall in the generic configuration of the periodic turbulent channel flow. The liquid film flow is not solved but only its impact on the gaseous boundary layer is studied, through the boundary condition that reflects the film surface properties. The objective is to give a detailed understanding and build a model of the boundary layer structure above the film surface. In this two-way interaction, the liquid film evaporation is influenced by the near-wall gradients of species and the wall temperature, while the mass flux due to evaporation blows the boundary layer away from the wall, thereby changing the flow profiles and deviating significantly from the classical wall functions. It has been shown in previous studies that the boundary layer structure and more specifically the distance between the wall and the laminar-turbulent transition depend on the velocity of wall injection [6,14,15]. In this work, a broad range of Stephan velocity is considered to establish the physics of the coupling between the turbulent flow and the evaporating film. New wall functions are then designed, to take into account both anisothermicity and film evaporation effects.

The paper is organized as follows: Section 2 presents the characteristics of the turbulent channel flow with and without evap-
orating liquid films on walls. Next, the numerical approach is detailed in Section 3, describing in particular the source terms methodology to handle the periodic channel imposing zero net mass, momentum and energy total balances. The classical isothermal flow case is presented in Section 4, followed by the anisothermal flow case discussed in Section 5. Then, Section 6 presents and analyses the DNS results obtained for the channel flow with evaporating liquid films, and the new wall functions for fuel vapor mass fraction, gas velocity and temperature are derived and compared to DNS.

2. Configuration

Jimenez and Moin [16] proved that the low-order turbulence statistics obtained by simulating the flow in a minimum plane channel are in good agreement with experiments in the near-wall region for boxes wider (respectively longer) than approximately 100 (respectively 350) wall units in the streamwise (respectively spanwise) direction. This important result allows to limit the domain size and therefore the computing time, and the so-called “minimal channel” configuration was often chosen in previous works. The same configuration is used here, as illustrated on Fig. 2. The top and bottom boundaries of the computational box are either isothermal no-slip walls or liquid films, while the boundaries in both the streamwise and the spanwise directions are periodic. The gas flow consists of an inhomogeneous mixture of air and heptane with an average pressure of one bar whereas the liquid phase is pure heptane.

Note that in the following and throughout the paper, all quantities with a () superscript, a () superscript, or an overbar correspond respectively to wall units, wall or film surface values, or represent (x,z)-plane and time averages. In all computations, the mean centerline velocity \( \overline{U}_c \approx 50 \text{ m s}^{-1} \), and the Reynolds number \( Re = \text{based on } \overline{U}_c \), the centerline kinematic viscosity \( \nu_c \) and the channel half-width \( h \) — lies between 2700 and 3300. The Reynolds number \( Re \), based on \( h \), the shear velocity \( u_s = \sqrt{\tau_s/\rho_s} \), with \( \tau_s \) and \( \rho_s \) being the mean shear stress and the density, and the kinematic viscosity \( \nu_s \), all taken at the wall or the liquid film surface, is typically above 180. The dimensions of the domain are \( L_x = \pi h \), \( L_y = 2h \) and \( L_z = 0.3 \pi h \) in the streamwise, normal and spanwise directions respectively, i.e. \( L_x^+ > 565 \), \( L_y^+ > 360 \) and \( L_z^+ > 169 \) in wall units, i.e. \( L_z^+ = L_z u_s/\nu_s \). As shown by Jimenez and Moin [16] for isothermal flows, these box dimensions are sufficiently large to ensure the development of enough turbulent structures to obtain low order statistics in good agreement with experiments. This assumption will be verified a posteriori in the case of evaporating liquid films. The computational grid is regular in (x,z) directions and the grid spacing \( \Delta x \approx 35 \) and \( \Delta z \approx 5 \) is sufficient to resolve the expected elongated structures of turbulence. A grid stretching is used in the normal direction to allow a good resolution of the near wall viscous sublayer. The grid step verifies \( 1 \approx \Delta y_{+} \approx 0.5 \) at the wall or liquid film surface and \( \Delta y_{+} \approx 5 \) near the centerline.

3. Numerical method

All the simulations of the present study were carried out with the AVBP code [1] which uses a cell-vertex finite-volume method and solves the compressible conservation equations on arbitrary unstructured grids for the conservatives variables (mass density, momentum, total energy and mass species). It is fully parallel, dedicated to Large-Eddy Simulations (LES) and Direct Numerical Simulations (DNS), and has been widely used and validated in many different configurations over the past years [17–20]. The numerical scheme is a Taylor–Galerkin scheme (TTGC) [21] that is third-order in time and space.

To compute a statistically steady configuration in a periodic channel, source terms must be added to the momentum, total energy and heptane mass fraction equation. These source terms are designed to compensate for the effects of the wall or liquid film shear stress, heat flux and mass evaporation. The constant force \( f \) added to the streamwise momentum equation is:

\[
S = K_3 \frac{\rho_0 u_{max}}{h}
\]

where \( u_{max} = \overline{U}_c = 50 \text{ m s}^{-1} \) and \( K_3 \) is a constant adjusted to reach \( \overline{U}_c \approx u_{max} \). Consistently, a source term \( S \) is added to the total energy equation, where \( u \) is the streamwise velocity component.

The constant heat source \( S_h \) added to the total energy equation is:

\[
S_h = \left( \rho C_v \right) \frac{\left( T_{Target} - \overline{T} \right)}{\tau_t}
\]

where \( C_v \) is the mass specific heat capacity at constant volume, \( T_{Target} \) is a target temperature and \( \overline{T} \) denotes the volumic average operator over the whole domain. \( \tau_t \approx h/2u_s \) is a characteristic time of turbulent diffusion.

The constant mass source \( S_m \) added to the heptane mass fraction equation is:

\[
S_m = \left( \rho \right) \frac{Y_{Target} - \overline{Y}}{\tau_t}
\]

where \( Y_{Target} \) denotes a target heptane mass fraction. Consistently, the momentum source terms \( S_{u} \) and the energy source term \( S_{E} \) are respectively added to the momentum equations and the total energy equation. \( E_{int} \) and \( E_{kin} \) are respectively the internal energy of heptane and the kinetic energy. Note that \( S_{u} \) is always a negative term because it compensates for the mass introduced in the computational domain through evaporation. The different source terms are summarized in Table 1.

For the purpose of the present study, there is no need to explicitly introduce a liquid film in the calculation. Indeed the interaction of the liquid film with the flow is essentially located at the film surface, and only the surface properties of the film are needed.

![Fig. 2. Computational domain and coordinate system. Note that the simulation is periodic in both x- and z-directions.](image-url)

<table>
<thead>
<tr>
<th>Source terms</th>
<th>Equations</th>
</tr>
</thead>
<tbody>
<tr>
<td>Streamwise momentum</td>
<td>( S )</td>
</tr>
<tr>
<td>Normal momentum</td>
<td></td>
</tr>
<tr>
<td>Spanwise momentum</td>
<td></td>
</tr>
<tr>
<td>Total energy</td>
<td>( S_u )</td>
</tr>
<tr>
<td>Heptane mass density</td>
<td>( S_m )</td>
</tr>
</tbody>
</table>
Therefore the film is simply represented by a boundary condition for the gaseous flow, that imposes the film surface temperature $T_s$ to a constant value, the mass fractions $Y_k^*$ to the saturation values of a mixture of air and heptane at one bar, and the normal velocity to the Stephan velocity $v_S$ (Table 2). The saturated fuel vapor mass fraction $Y_k^*$ is calculated from the Clausius–Clapeyron relation and the Raoult’s relation as $Y_k^* = P_k^e(T)/P_k^*/P^*$, and the associated air mass fraction is simply $Y_{a}^* = 1 - Y_k^*$. The Stephan velocity is calculated from the evaporated mass flow rate of heptane $M$ given by [22]:

$$M = \rho^* v_S = \frac{\rho^* v_y^*}{(1 - Y_k^*)S_c} \left(\frac{\partial Y_k^*}{\partial y}\right)^{s}$$  \hspace{1cm} (4)

where $S_c$ is a Schmidt number that represents the diffusion velocity of heptane in a heptane–air mixture. It is calculated as:

$$\frac{1}{S_c} = W \frac{1 - Y_F}{W_{air} S_c^{air} + Y_F} \frac{Y_F}{W_F S_c^{air}}$$  \hspace{1cm} (5)

where $W$ is the mean molecular weight, $W_k$ is the molecular weight of species $k$ and $S_c$ is the Schmidt number of species $k$. In Eq. (4) the fuel vapor gradient at the film surface is unknown a priori and is evaluated from the simulation.

### 4. Isothermal flow

The results obtained for the classical ‘minimum channel’ configuration are presented and compared to the results of Kim et al. [2] (below referred to as “KMM”) considered as a reference. In the present case the top and bottom boundaries of the computational box are isothermal no-slip walls at temperature $T_s = 300$ K (Fig. 2). The gas is a mixture of heptane and air also at $T = 300$ K and one bar, with a uniform fuel mass fraction of $Y_f = 0.2$. The corresponding thermochemical and transport properties are given in Table 3 where $P_k$ denotes the Prandlt number. The channel half-width is $h = 0.77031 \times 10^{-3} \text{ m}$, leading to the Reynolds numbers $Re = 3300$ and $Re_f = 180$ as in the DNS of KMM [2]. The computational grid is $18 \times 120 \times 36$ with a stretching in the direction normal to the walls, corresponding to a grid spacing of $\Delta x \approx 3.34$, $\Delta y^* \approx 1.0$, $\Delta z^* \approx 4.9$. All statistics are calculated from $(x, z)$-plane and time averages, over a time corresponding to $790h/\kappa$.

The mean velocity profile $\bar{u}^* - \bar{u} = u^*/u_\infty$ is shown in Fig. 3a. It is in very good agreement with the result of KMM [2] and is correctly modelled by a linear law ($\bar{u}^* = y^*$) in the viscous laminar sublayer and by a standard logarithmic law ($\bar{u}^* = 2.5m(y^*) + 5.5$) in the above inertial zone of the boundary layer. In the fully developed

\[ Table 2 \]

<table>
<thead>
<tr>
<th>Property</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Temperature</td>
<td>$T_s$ = Constant</td>
</tr>
<tr>
<td>Mass fractions</td>
<td>$Y_k^<em>$ = $P_k^e(T)/P_k^</em>$</td>
</tr>
<tr>
<td>Velocity</td>
<td>$v^* = \frac{u^*}{w}$</td>
</tr>
</tbody>
</table>

\[ Table 3 \]

<table>
<thead>
<tr>
<th>Property</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Prandlt number</td>
<td>$P_r$</td>
</tr>
<tr>
<td>Schmidt number</td>
<td>$S_c$</td>
</tr>
</tbody>
</table>

\[ Fig. 3 \]

(a) Mean normalized streamwise velocity $\bar{u}^*$. (b) Normalized shear stress profiles $\tau^*$. (c) Normalized velocity fluctuations. (d) Normalized pressure fluctuations.
turbulence channel flow considered here, the total shear stress $\tau^+$ should be a linear function of the normal coordinate $y^+$:

$$\tau^+ = \tau^+_{\text{turb}} + \tau^+_{\text{lam}} = -\frac{u'' v'}{y^+} + \frac{\partial u'^+}{\partial y} = -\frac{y^+}{h^+}$$

where it is assumed that $\tau^+_{\text{lam}}$ has a negligible contribution. Fig. 3b shows that the above relation is well satisfied, indicating that the flow has reached a statistically steady state. Moreover, the Reynolds shear stress $\tau^+_{\text{turb}}$ is also in excellent agreement with the result of KMM [2]. Turbulent intensities $u'_{\text{rms}} = \sqrt{u'^2}$, $v'_{\text{rms}} = \sqrt{v'^2}$, and $w'_{\text{rms}} = \sqrt{w'^2}$ are shown in Fig. 3c. The agreement with the DNS of KMM is quantitatively good for the streamwise and normal velocity fluctuations, especially near the wall, but only qualitatively correct for the spanwise velocity fluctuation. The differences are mainly due to the small width of the computational box and the weak resolution around the channel centerline, together with the dissipation of the numerical scheme.

In anisothermal flows, density and viscosity variations make the classical log-law no more valid [8]. To account for temperature gradient, the following dimensionless variables are introduced [5, 23–25]:

5. Anisothermal flow

In this section the DNS of a heated gas flowing between two cold walls is performed in order to observe the behavior of the laws of the wall in the presence of a temperature gradient. In the present case, the gas is heated to $T_c = 600$ K (where $T_c$ denotes the mean centerline temperature) while the top and bottom boundaries are isothermal no-slip walls at temperature $T_s = 360$ K. The gas composition is as in the isothermal case, with the same thermochemical and transport properties (Table 3) except for the viscosity $\nu$ that increases with the temperature. The channel half-width is $h = 2.3731 \times 10^{-3}$ m, leading to the Reynolds numbers $Re \approx 3000$ and $Re_s \approx 300$. The computational grid is $19 \times 150 \times 38$, stretched in the normal direction so that $\Delta x^+ \approx 52.6, \Delta y^+ \approx 0.8, \Delta z^+ \approx 7.7$ and $\Delta z^+ \approx 7.7$. Statistics were collected over a time sample of roughly 560$h_c//U_c$. The quality of the simulation is first checked with sample streamwise and spanwise velocity power spectra shown in Fig. 4a and b. The drop-offs at high frequencies guarantee that the small scales are adequately represented. Fig. 4c and d show the two-point spatial autocorrelation functions for the velocity field in the near-wall region ($y^+ = 5.5$). These autocorrelation functions do not exactly reach zero at the largest separation distances, but the levels are reasonable. In addition, these function levels are close to the isothermal case of previous studies [16], showing sufficient domain size and grid resolution for near-wall turbulence statistics. Moreover, the minimum of the autocorrelation function along the spanwise direction is negative, demonstrating that the computational box is large enough to contain at least two streaks, and provide acceptable near-wall turbulence statistics.

Fig. 4. Near-wall turbulence statistics for the anisothermal flow.


\[ \eta^+ = \frac{\nu'}{\bar{u}'}, \quad \bar{\phi}^+ = \frac{\rho}{\rho'} \bar{u}'', \quad \bar{u}' = \frac{\rho}{\rho'} \bar{T}' \]

with:

\[ \bar{T}' = -\frac{(T - T_\text{target})}{\theta_{\text{target}}} \]

where \( \bar{\theta} \) and \( \bar{\phi}^+ \) denote respectively the mean mass specific heat capacity at constant pressure and the mean heat flux from the gas to the wall. Kays et al. [5] showed that these new variables, called LnKC variables in [23], allowed to recover the classical logarithmic profile in the inertial zone of the boundary layer for both the velocity and the temperature. Fig. 5 shows the mean velocity and the mean temperature profiles expressed in both classical wall units and LnKC variables in [23], allowed to recover the classical logarithmic profile in the inertial zone of the boundary layer for both the velocity and the temperature.

\[ \eta^+ \leq 13.4 : \bar{\phi}^+ = \eta^+ \]

\[ \eta^+ \geq 13.4 : \bar{\phi}^+ = 2.44 \ln(\eta^+) + 7.07 \]

\[ \eta^+ \leq 13.0 : \bar{\phi}^+ = Pr \eta^+ \]

\[ \eta^+ \geq 13.0 : \bar{\phi}^+ = 2.075 \ln(\eta^+) + 4.82 \]

\[ \tau^+ = \tau^+_{\text{turb}} + \tau^+_{\text{lam}} = -\rho' \bar{u}' \bar{v}' + \rho' \bar{v}' \frac{\partial \bar{u}^+}{\partial y^+} = -\frac{y^+}{h} \]

where \( \rho^+ = \rho/\bar{\rho}' \) and \( v^+ = v/\bar{v}' \).

6. Channel flow with evaporating liquid films

In this section, evaporating liquid films are added on the top and bottom walls. Five different cases are considered. They are defined by the liquid surface temperature \( T' \) and the target gas flow conditions in terms of velocity \( U_{\text{target}} \), temperature \( T_{\text{target}} \) and fuel mass fraction \( Y_{F,\text{target}} \). These operating conditions are summarized in Table 4. Note that case 3 corresponds to the anisothermal case of the previous section. To cover a wide range of evaporation rate, the liquid film surface temperature \( T' \) increases from 309.4 K in case 1 to 370 K in case 5, a value close to the boiling temperature of n-heptane. Different values for the gas temperature are also used to reach different temperature gradients at the surface of the liquid film. It is worth noting that in case 4, \( T_{\text{target}} \) is smaller than \( T' \) leading to a negative gradient. The fuel mass fraction \( Y_{F,\text{target}} \) is strongly increased from 0.1 in case 1 to 0.6 in case 4, while going back to a low value in case 5. Because of the heptane viscosity, that is about one order of magnitude lower than the air viscosity, the resulting gas mixture viscosity decreases from case 1 to case 4, and the channel height \( h \) is also decreased to keep a Reynolds number \( Re \) at approximately the same value for all cases. As a consequence, the number of grid points in the vertical \( y \)-direction is accordingly adjusted to keep a good resolution.
The values of the operating conditions actually reached during the simulations are summarized in Table 5. The actual values of the channel centerline gas temperature $T_c$, pressure $P_c$, velocity $U_c$ and composition $Y_F$; are reported, and are found close to the specified target values (Table 4). The values of $Y_s$ reported in Table 5 are functions not only of $T_s$ but also of the mean molecular weight of the mixture $W_s$ at the liquid surface. They are found to increase from 0.3 in case 1 to 0.99 in case 5. The friction velocity $u_s$ decreases from 2.04 m s$^{-1}$ in case 1 to 0.69 m s$^{-1}$ in case 5, leading to a reduction of the first cell size at the surface of the liquid $d_{yw}$. All values of $d_{yw}$ are lower than one, therefore in good adequacy with the grid refinement required in the viscous sublayer. Finally, the flow is actually fully turbulent for all cases as indicated by the Reynolds number $Re_s$. Even if case 4 has a lower $Re_s$, the energy power spectra and autocorrelation functions have been checked to ensure sufficiently accurate statistics.

Table 5 also displays mean values of the liquid–gas heat flux $\overline{q_w} = \left( \frac{\dot{m}_w T_{iw}}{\dot{m}_w} \right)$ and mass flux $\dot{M}$, as well as the mean Stephan velocity. It appears clearly that these two quantities are not directly correlated and that the evaporation of a liquid film is not a function of the heat flux only. In particular the laminar Schmidt
number has a direct impact on the mass flux and varies from 1.4496 in case 1 to 0.2486 in case 5, leading to a strong increase of the Stephan velocity from case 1 to case 5. In this last case, $Sc$ is about three times smaller than $Pr$. The heat flux is directly linked to the temperature difference between the liquid surface and the gas but it is modulated by the Stephan velocity that decreases the temperature gradient. Another impact of the blowing Stephan velocity is to significantly reduce the friction velocity, leading to a value of 0.6 m s$^{-1}$ in case 3, to be compared to the 2.06 m s$^{-1}$ in the corresponding non evaporating anisothermal case of the previous section, and down to 0.26 m s$^{-1}$ in case 5. The behaviour of these parameters illustrates the complexity of the boundary layer physical processes under the influence of an evaporating liquid film.

6.1. Flow analysis

Fig. 8 shows a view of the 3D fuel mass fraction with the Stephan velocity at the film surface for the case 4. Injected at the film surface with a varying injection velocity equal to the Stephan velocity, the fuel vapor gradually fills the channel through turbulent mixing and diffusion. The profiles of the mean streamwise velocity expressed in wall units ($u^+; y^+$) is plotted in Fig. 9 for the five cases. One important observation is that they do not remain logarithmic in the fully turbulent region of the boundary layer. It is also difficult to identify a clear transition between the viscous sublayer and the inertial zone. Moreover, cases 1 and 5 differ by one order of magnitude on $u^+$, but one should keep in mind

![Graphs showing contributions and shear stresses for cases 2, 4, and 5.](image-url)
that this is mainly due to the strong variation of \( u_l \) (see Table 5). The total shear stress expressed in wall units writes in the evaporating case:

\[
\tau^+ = \rho^+ u^+ \frac{\partial u^+}{\partial y^+} - [\rho^+ u^+ \frac{\partial u^+}{\partial y^+} + \frac{\partial \rho^+}{\partial u^+} \frac{\partial u^+}{\partial y^+} + v^+ \frac{\partial \rho}{\partial u} \frac{\partial u^+}{\partial y^+}] = \tau^+_{\text{lum}} + \tau^+_{\text{turb}}
\]

(12)

where two extra terms \( \frac{\partial \rho}{\partial u} \frac{\partial u^+}{\partial y^+} \) and \( \frac{\partial \rho}{\partial v} \frac{\partial v^+}{\partial y^+} \) appear in the turbulent part, due to the non-zero transverse velocity \( v^+ \) and density fluctuations \( \rho^+ \) due to the liquid film evaporation. Fig. 10a, c and e show the different contributions to the total shear stress for cases 2, 4 and 5. If the term \( \frac{\partial \rho}{\partial u} \frac{\partial u^+}{\partial y^+} \) is negligible most of the time, the term \( -\frac{\partial \rho}{\partial v} \frac{\partial v^+}{\partial y^+} \) becomes high enough to compensate for the classical turbulent shear stress term \( \rho^+ \frac{\partial u^+}{\partial y^+} \). Its contribution seems to increase when the normal density gradient at the film surface are high compared to the normal velocity: indeed the smallest ratio \( \frac{\partial v^+}{\partial u^+} / \frac{\partial u^+}{\partial y^+} \) is obtained for case 4 where evaporation is very strong but the density gradient is rather weak compared to cases 2 and 5 (see Table 5). The total shear stress, with the turbulent and laminar contributions are gathered in Fig. 10b, d and f. The total shear stress profile \( \tau^+ \) is not linear in any evaporating case and is found to be maximum inside the boundary layer above the liquid film surface, while it was always maximum at the walls in the non evaporating cases. The location \( y^+_l \) where the turbulent shear stress \( \tau^+_{\text{turb}} \) becomes dominant compared to the laminar shear stress \( \tau^+_{\text{lum}} \) comes closer to the surface of the liquid for higher rate of evaporation. For instance, \( y^+_l < 5 \) is obtained for strong \( M \) in cases 4 and 5 while \( y^+_l > 30 \) for rather weak \( M \) in case 2 (see Table 5). This strong dependence of the boundary layer structure on evaporation rate is an additional difficulty in the derivation of accurate wall functions for a broad range of evaporation rates.

Normalized velocity fluctuations are shown in the Fig. 11 for the five cases. The higher values compared to the isothermal case are due to the lower values of \( u_l \). When normalized by the same friction velocity \( u_l \) of the isothermal case, the velocity fluctuations recover values of the same order of magnitude than in non evaporating cases, with a maximum close to the isothermal case for the streamwise velocity and approximately double for the two other components [27]. However, the location and the width of the peak vary, being broader for stronger evaporation rate and density gradient. These results confirm the modification of the boundary layer structure and are in conformity with the already observed changes of the maxima of the shear stresses \( \tau^+_{\text{turb}} \) and \( \tau^+_{\text{lum}} \) above the liquid film surface. Furthermore, Fig. 11b shows that the normal and spanwise velocity fluctuations increase with the Stephan velocity (see Table 5), but in case 1 they are smaller than in the isothermal case. This is again a consequence of the density and viscosity gradients that compensate the effects of a weak evaporation rate.

The normalized temperature fluctuation \( T^+_{\text{rms}} \) defined by:

\[
T^+_{\text{rms}} = \sqrt{\frac{1}{y^+} \left[ \frac{\partial T}{\partial y^+} \right]^2}
\]

(13)

and the normalized fuel mass fraction fluctuation \( Y^+_{\text{rms}} \) defined by:

\[
Y^+_{\text{rms}} = \sqrt{\frac{\frac{\partial Y}{\partial y^+}}{\frac{\partial T}{\partial y^+}}}
\]

(14)

are shown on Fig. 12. Both quantities behave like the normalized streamwise velocity (Fig. 11), with maximum heat and mass flux localised above the liquid film surface. The maximum levels of \( T^+_{\text{rms}} \) are also close to the streamwise velocity fluctuations levels. This is not true for \( Y^+_{\text{rms}} \) (Fig. 12b) that shows already higher values in cases 1 and 2, due to the low value of the Stephan velocity. Note that the Stephan velocity behaves like \( 1/Pr \), and that \( Sc \) varies significantly from cases 1 to 5 while \( Pr \) is a constant. This explains the different behaviors of the temperature and fuel mass fraction fluctuations. For example in case 5, where \( Sc \) is about three times smaller than \( Pr \), \( Y^+_{\text{rms}} \) is also about three times smaller than \( T^+_{\text{rms}} \).

The vorticity fluctuations normalized by \( u^2 / \nu_s \) (Fig. 13) appear to be much higher than in the isothermal case and increase from cases 1 to 5, i.e. with the Stephan velocity and the density and viscosity gradients. This is again partly explained by the disparity of \( u^2 / \nu_s \), that is about two times higher in case 4 than in case 3. According to Fig. 13, the Stephan velocity seems to accentuate the hollows and bumps of the streamwise vorticity fluctuations (cases 4 and 5) whereas the density and viscosity gradients seem
to smooth them (case 3) as was also the case in the anisothermal flow. A more detailed comparison with the anisothermal case shows that the shape of the normal vorticity fluctuations profiles is similar in all cases (with and without evaporation), except near the liquid film surface where the slope of the curves is smaller for higher evaporation. On the contrary, the spanwise vorticity fluctuations are significantly modified by evaporation, with a peak appearing between the liquid film surface and \( y^+ = 10 \), increasing with evaporation and density gradients. It corresponds to the location of the peak of laminar shear stress above the liquid-gas interface as already seen in Fig. 10a, c and e. In order to measure the dependency of the evaporation rate to the spanwise vorticity, a correlation factor \( F v \Omega_z \) is defined as follows:

\[
F v \Omega_z = \frac{v \Omega_z}{\sqrt{v^+ \Omega_z^+}}
\]

where \( \Omega_z \) is the z-component of the vorticity vector. This factor is plotted on Fig. 14. It appears to be high (close to 1 at the liquid film surface) for weak evaporation (cases 1 and 2). It then decreases when the evaporation rate increases (case 3), and even becomes negative for the strongest evaporation cases (4 and 5). A look at instantaneous fields of spanwise vorticity and normal velocity at the bottom liquid film surface illustrates and confirms the strong correlation for weak evaporation rate in case 2 (Fig. 15a and b) and the low correlation for strong evaporation rate in case 4 (Fig. 15c and d). In this last case the negative values may be explained by the occurrence of negative spanwise vorticity whereas it always stays positive in weak or medium evaporation cases (1, 2 and 3).

6.2. Wall functions modelling

The presence of an evaporating liquid film changes significantly the behavior of the boundary layer as highlighted in the previous section as detailed in Fig. 7. A fuel vapor mass fraction boundary layer builds up above the liquid film and must be represented by an additional mass wall function, in a similar way to the classical dynamic and thermal law-of-the-walls. Under the influence of an evaporating liquid film, it is clear from Fig. 9 that the mean streamwise velocity profiles expressed in classical wall units do not follow the classical dynamic wall function. Going back to the mean gas momentum equation, and assuming incompressibility and negligible pressure gradient, one obtains for steady conditions and statistical mean variables:

\[
\frac{\nu}{\gamma^+} \frac{\partial u}{\partial y} = \frac{\partial}{\partial y} \left[ (v + v_t) \frac{\partial u}{\partial y} \right]
\]

where \( v_t \) is the turbulent viscosity, modelled as:

\[
v_t = \left( \frac{K \gamma^+}{\gamma_x^+} \right)^2 \frac{\partial u}{\partial y}
\]

where \( K \) is the Karmann constant and \( C_x^+ \) is a model constant to be determined. Integrating and using \( \nu = v \) from mass conservation equation, one obtains:

\[
\bar{u} v_t^+ = v \left. \frac{\partial u}{\partial y} \right|_y^\infty + \left( \frac{K \gamma^+}{\gamma_x^+} \right)^2 + K_1
\]

The integration constant \( K_1 \) is obtained from the evaluation of \( \Pi \) at \( y = 0 \):

\[
\Pi v_t^+ = \left( v \left. \frac{\partial u}{\partial y} \right|_y^\infty \right)^2 + K_1 = u^+_t + K_1
\]

Normalizing \( \bar{u} \) as \( \bar{u}^+ = (\bar{u} - \bar{u}^*)/u \), one finally gets:

\[
\bar{u}^+ \Pi v_t^+ = \left( v \left. \frac{\partial u}{\partial y} \right|_y^\infty \right)^2 + 1
\]

In the laminar sublayer, i.e. between \( y^+ = 0 \) and \( y^+ = y_u^* \), it is assumed that \( v_t < < v \), so that Eq. (20) reduces to:

\[
\bar{u}^+ \Pi v_t^+ = \left( \frac{K \gamma^+}{\gamma_x^+} \right)^2 - 1
\]

that admits the solution \( \Pi^* \Pi v_t^+ = \exp(\Pi v) - 1 \), approximated for small values of \( y^+ \) by \( \Pi = y^+ \). In the inertial sublayer, i.e. for \( y^+ > y_u^* \), it is assumed that \( v < < v_t \), and Eq. (20) now reduces to:

\[
\Pi^* \Pi v_t^+ = \left( \frac{K \gamma^+}{\gamma_x^+} \right)^2 - 1
\]

which leads to the classical logarithmic wall function for the mean streamwise velocity:

\[
\bar{u}^*_y = \frac{C_x}{K} \ln \left( \frac{y^+}{y_u^*} \right) + y_u^*
\]

where a new wall effective velocity variable is defined as follows:

\[
\Pi^* \Pi v_t^* = \frac{2}{\bar{u}^*} \left( \sqrt{1 + \Pi^* \Pi v_t^*} - 1 \right)
\]

Note that in the laminar sublayer, the approximation \( \bar{u}^*_y = y^+ \) still holds.

The same methodology may be used for the derivation of the wall functions of the temperature and the fuel mass fraction, for
which the mean equations of energy and fuel mass fraction are written respectively:

\[
\frac{\partial \bar{T}}{\partial y} = \frac{\partial}{\partial y} \left[ (\alpha + \alpha_t) \frac{\partial \bar{T}}{\partial y} \right]
\]

and

\[
\frac{\partial \bar{y}^+}{\partial y} = \frac{\partial}{\partial y} \left[ (D + D_t) \frac{\partial \bar{y}^+}{\partial y} \right]
\]

where the same assumptions as for the velocity have been made, and where \(\alpha = v/Pr\) and \(D = v/Sc\) are respectively the heat and molecular laminar diffusion coefficients. The turbulent values are modelled as

\[
\alpha_t = \frac{v_t}{(C_1 Pr_t)} = K^2 y^2 / (C_1^2 C_v Pr_t) \left( \partial \bar{u} / \partial y \right) \quad \text{and} \quad D_t = \frac{v_t}{(C_v Sc_t)} = K^2 y^2 / (C_2^2 C_v Sc_t) \left( \partial \bar{u} / \partial y \right),
\]

where \(C_1\) and \(C_v\) are model constants and \(Pr_t = 0.9\) and \(Sc_t = 0.9\) denote respectively the turbulent Prandtl and Schmidt numbers. A first integration gives:

\[
T \overline{v^+} = \left( \frac{\nu}{\nu_t} + \frac{K^2 y^2}{C_1^2 C_v Pr_t} \frac{\partial \bar{T}}{\partial y} + T \overline{v^+} - \frac{\bar{q}^+}{\rho C_p} \right)/C_0
\]

and

\[
\overline{y^+} \overline{v^+} = \left( \frac{\nu}{Sc} + \frac{K^2 y^2}{C_2^2 C_v Sc_t} \frac{\partial \bar{y}^+}{\partial y} \right)/C_0
\]

Normalizing \(T\) as \(T^+ = (\bar{T} - T) y^+ \overline{C_p}/\overline{q}^+\) and \(\overline{y^+} = \overline{y^+} - 1\), the two above equations may be rewritten in non-dimensional wall variables:

\[
T^+ \overline{v^+} = \left( \frac{\nu}{\nu_t} + \frac{K^2 y^2}{C_1^2 C_v Pr_t} \frac{\partial \bar{T}}{\partial y} + T^+ - 1 \right)/C_0
\]

and

\[
\overline{y^+} \overline{v^+} = \left( \frac{\nu}{Sc} + \frac{K^2 y^2}{C_2^2 C_v Sc_t} \frac{\partial \bar{y}^+}{\partial y} \right)/C_0
\]

In the laminar sublayer, one finds easily \(T^+ \overline{v^+} = \exp(\bar{v}^+ \cdot y^+ Pr) - 1\) and \(\overline{y^+} \overline{v^+} = \exp(\bar{v}^+ \cdot y^+ Sc)\), which can be approximated for small values of \(y^+\) by \(T^+ = Pr y^+\) and \(\overline{y^+} \overline{v^+} = Sc y^+\) respectively. In the inertial sublayer, replacing \(\bar{u}^+ / \partial y^+\) by its expression from Eqs. (22) and (23) and integrating leads to:

\[
\frac{1 + T^+ \overline{v^+}}{1 + T^+ (y^+_h)` \overline{v^+}} = \left(1 + \frac{C_2 \overline{v^+} \ln(y^+/y_h^+)}{2K(1 + \overline{v^+} y_h^+/2)}\right)^{2\nu/C_1}
\]

and

\[
\frac{\overline{y^+} - 1}{\overline{y^+} (y^+_h)` - 1} = \left(1 + \frac{C_2 \overline{v^+} \ln(y^+/y_h^+)}{2K(1 + \overline{v^+} y_h^+/2)}\right)^{2\nu/C_1}
\]

As a consequence the wall temperature and mass fraction variables are re-defined as:

\[
T_{\text{eff}} = \frac{2C_1 Pr_t}{\overline{v^+}} \left( [1 + T^+ \overline{v^+}]^{1/2 \nu/C_1 Pr_t} - 1 \right)
\]

and

\[
\overline{y^+}_{\text{eff}} = \frac{2C_1 Sc_t}{\overline{v^+}} \left( [\overline{y^+} - 1]^{1/2 \nu/C_1 Sc_t} - 1 \right)
\]
With these new effective variables, the profiles of mean streamwise velocity, temperature and fuel mass fraction become almost logarithmic in the fully turbulent boundary layer. These new definitions also decrease the differences between cases 1 and 5, reducing them to density and viscosity variations as has been shown by Desoutter [27]. These effective variables are finally associated to the LnKc definitions [26], to obtain the effective LnKc variables:

$$
\eta^+ = \frac{y^+}{v^+}, \quad \phi_{eff}^+ = \frac{\bar{p}}{\rho^+} \bar{u}_{eff}, \quad \bar{u}_{eff} = \frac{\bar{p}}{\rho^+} \bar{T}_{eff}, \quad \bar{T}_{eff} = \frac{\bar{p}}{\rho^+} \bar{Y}_{eff}
$$

Using these definitions and the previous expressions for $u_{eff}$, $T_{eff}$ and $Y_{eff}$, one can derive the following new wall functions:

**Dynamic:**

$$
\eta^+ < \eta_{k,e}^+ : \phi_{eff}^+ = \eta^+
$$

$$
\eta^+ \geq \eta_{k,e}^+ : \phi_{eff}^+ = \eta_{k,e}^+ + \frac{\phi_k}{\eta_{k,e}^+} \ln \frac{\eta_{k,e}^+}{\eta^+}
$$

**Thermal:**

$$
\eta^+ < \eta_{T,e}^+ : \phi_{eff}^+ = Pr \eta^+
$$

$$
\eta^+ \geq \eta_{T,e}^+ : \phi_{eff}^+ = Pr \eta_{T,e}^+ + \frac{C_v}{\eta_{T,e}^+} \left[ 2C_p \rho_{eff} - C_v T_{eff} \right] \ln \frac{\eta_{T,e}^+}{\eta^+}
$$

**Mass:**

$$
\eta^+ < \eta_{Y,e}^+ : \phi_{eff}^+ = Sc \eta^+
$$

$$
\eta^+ \geq \eta_{Y,e}^+ : \phi_{eff}^+ = Sc \eta_{Y,e}^+ + \frac{C_v}{\eta_{Y,e}^+} \left[ 2C_p \rho_{eff} - C_v T_{eff} \right] \ln \frac{\eta_{Y,e}^+}{\eta^+}
$$

where $\eta_{k,e}^+$, $\eta_{T,e}^+$ and $\eta_{Y,e}^+$ are the distances from the liquid film surface to the laminar-turbulent transition, respectively for the dynamic, the thermal and the fuel mass fraction boundary layers. They are determined by identification of the wall functions to the DNS profiles. The Schmidt number $Sc$ is calculated using Eq. (5) at the location of the laminar-turbulent transition. Fig. 16 shows the comparison between the calculated profiles and the above wall functions (Eqs. (36)–(38)). The values of the different constant parameters obtained by fitting these wall functions to the DNS results are summarized in Table 6. Except in the buffer zone between the two sublayers, the new wall functions match closely the DNS results. A classical logarithmic behavior in the fully turbulent zone is obtained. In addition, the assumption of linear evolution in the laminar zone is well verified. As shown in Table 6, the fitted parameters used in the wall functions are not constant and vary with the evaporation rate and density gradient. However the variations of $C_u$, $C_T$ and $C_Y$ never exceed 30% and may be taken in the range of 0.9-1.1, 1.21-1.26 and 1.0-1.3 respectively. Concerning the laminar-turbulent transition locations, a first observation is that the three parameters $\eta_{k,e}^+$, $\eta_{Y,e}^+$ and $\eta_{T,e}^+$ are close for each individual case, allowing to use one single value for the three wall laws. However they strongly differ for the five cases, ranging approximatively between 7 and 15, with lower values corresponding to higher evaporation rates and lower density gradients. Furthermore, it is worth noting that, going back to dimensional values, $y_{e}^+$, $y_{T,e}^+$ and $y_{Y,e}^+$ increase with both evaporation and density gradient, since this behaviour corresponds to a decrease of the friction velocity $u_c$.

Finally, it is important to note that in the limit of small evaporation rate and gradients of density and viscosity, the wall functions (Eqs. (36)–(38)) reduce to the standard wall functions [28].
7. Conclusions

In this paper, the physical processes that occur in the turbulent boundary layer when subjected to the influence of an evaporating liquid fuel film (n-heptane) were investigated. Several DNS of the "minimal channel" flow configuration were carried out with and without a liquid film on walls. The results allowed to identify the important parameters governing the behaviour of the dynamic, thermal and fuel mass fraction boundary layers. Major changes in the structure of the boundary layer were observed under the combined influence of the rate of evaporation and the gradients of density and viscosity induced by the presence of fuel vapor in the gas mixture. In particular, it was shown that:

- All mass, momentum and energy fluxes at the surface of the liquid film are strongly decreased by the gradients of density and by the blowing of the boundary layer by evaporation.
- The maximum of the shear stress is moved towards the interior of the boundary layer by the Stephan velocity induced by evaporation.
- The viscous sublayer thickens with the increase of the gradients of density, viscosity and the rate of evaporation.

In addition, it was shown that the heat and mass flux between the liquid and the gas resulting from evaporation undergoes strong fluctuations linked to the gas flow turbulence. Their average value is used to develop new wall variables that include the effects of density, mass and temperature gradients at the film surface and allow to build new wall functions to describe the boundary layer. These new wall functions were confronted to the DNS results to check their validity and accuracy. In particular the constant parameters that appear in the derivation were adjusted from the DNS. They may be directly used in CFD codes to take into account the effect of the presence of a liquid film, as was done by Desoutter [27].
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Fig. 16. Wall functions expressed in new effective $\ln K_c$ variables $(\delta_{g+}, h_{g+}, f_{g+})$. Comparison to the DNS results.