Open Archive Toulouse Archive Ouverte (OATAO)

OATAO is an open access repository that collects the work of Toulouse researchers and makes it freely available over the web where possible.

This is an author-deposited version published in: http://oatao.univ-toulouse.fr/
Eprints ID: 4956

To cite this version: SAUSSIÉ David, BERARD Caroline, AKHRIF Ouassima, SAYDY Lahcen. Robust scheduled control of longitudinal flight with handling quality satisfaction. Aeronautical Journal, 2011, vol. 115, n° 1165, pp. 163-174. ISSN 0001-9240

Any correspondence concerning this service should be sent to the repository administrator:
staff-oatao@inp-toulouse.fr
Robust scheduled control of longitudinal flight with handling quality satisfaction

D. Saussié
david.saussie@polymtl.ca
Department of Electrical Engineering
École Polytechnique de Montréal
Montréal, Canada

C. Bérard
Department of Mathematics, Computer Science and Control Theory
ISAE
Toulouse, France

O. Akhrif
Department of Electrical Engineering
École de Technologie Supérieure
Montréal, Canada

L. Saydy
Department of Electrical Engineering
École Polytechnique de Montréal
Montréal, Canada

ABSTRACT
Classic flight control systems are still widely used in the industry because of acquired experience and good understanding of their structure. Nevertheless, with more stringent constraints, it becomes difficult to easily fulfill all the criteria with these classic control laws. On the other hand, modern methods can handle many constraints but fail to produce low order controllers. The following methodology proposed in this paper addresses both classic and modern flight control issues, to offer a solution that leverages the strengths of both approaches. First, an $H_\infty$ synthesis is performed in order to get controllers which satisfy handling qualities and are robust with respect to mass and centre of gravity variations. These controllers are then reduced and structured by using robust modal control techniques. In conclusion, a self-scheduling technique is described that will schedule these controllers over the entire flight envelope.

NOMENCLATURE

Drb  Gibson’s dropback
g     acceleration due to gravity, m/s$^2$
h     altitude, ft
l     distance between the accelerometer and the centre of gravity, m

.0 INTRODUCTION
Developing, flight-testing and integrating flight control systems is costly and time-consuming. Modern techniques such as $H_\infty$ or $\mu$-synthesis provide effective and robust controllers, but the main problem remains their high order which prevents them from being easily implemented$^{1,2}$. Classical flight control systems are still widely used because of their well-studied and understood archi-
tecture(3). However, these systems must deal with stringent performance and robustness requirements over the full flight envelope.

In this paper, we propose a comprehensive methodology that establishes a flight controller for the longitudinal flight of a business jet aircraft, namely Challenger 604. This methodology is based on techniques that have been proven successful separately. First, $H_\infty$ synthesis(4,5) is performed to find high order controllers that satisfy handling quality requirements and have robustness property with respect to some parameters. Obviously, $H_\infty$ controllers cannot be implemented because of their order. They have to be reduced sufficiently without losing performance. If classic reduction methods(6) often fail to produce very low order controllers, modal reduction(7) (inspired by robust modal control(8,9)) usually succeeds in that task. Finally, in order to have a controller efficient and robust on the entire flight envelope, a self-scheduling technique(10) is used. Contrary to classic gain-scheduling(11,12) where the controllers are interpolated a posteriori with respect to scheduling variables, the controller interpolation can be chosen a priori.

The paper is organised as follows. Theoretical backgrounds are provided in Section 2 about robust modal control. The aircraft model of Challenger 604 is presented in Section 3 as well as handling qualities of interest. Section 4 is devoted to the application of our design methodology: first $H_\infty$ synthesis is performed, then a reduction method based on robust modal control is applied to these controllers and finally, scheduling of the controller with respect to dynamic pressure $\bar{q}$ and altitude $\bar{h}$ is done.

### 2.0 ROBUST MODAL CONTROL

#### 2.1 Notations

Consider a linear time invariant (LTI) system with $n$ states, $m$ inputs and $p$ outputs written in state-space form;

$$
\dot{x} = A(x)x + B(x)u \quad \ldots (1)
$$

$$
y = C(x)x + D(x)u \quad \ldots (2)
$$

where $x$ is the state vector, $u$ the input vector, $y$ the output vector and $\Delta$ the uncertain parameter matrix. The state-space matrices $A \in \mathbb{R}^{n \times n}$, $B \in \mathbb{R}^{n \times m}$, $C \in \mathbb{R}^{p \times n}$ and $D \in \mathbb{R}^{p \times m}$ depend on $\Delta$. In this paper, we will suppose that we have a bank of models $\{M_j(A_j,B_j,C_j,D_j), j = 1 \ldots r\}$ obtained for different values $\Delta = \Delta_j$ of the parameters.

#### 2.2 Eigenstructure assignment

Proposition 1 from Le Gorrec(13) generalises the traditional eigenstructure assignment of Moore(14) for the use of dynamic controllers.

**Proposition 1.** The triplet $T_\gamma = (\lambda, v, w)$ satisfies

$$
\begin{bmatrix} A - \lambda \end{bmatrix} B \begin{bmatrix} v \\ w \end{bmatrix} = 0 \quad \ldots (3)
$$

is assigned by the dynamic gain $K(s)$ if and only if;

$$
K(\bar{\lambda})Cv + Dw = w. \quad \ldots (4)
$$

If the eigenvalue is complex, Equation (4) has to be completed by its conjugate;

$$
K(\bar{\lambda})C\bar{v} + D\bar{w} = \bar{w}. \quad \ldots (5)
$$

The input direction $w$ and right eigenvector $v$ associated with the closed-loop eigenvalue $\lambda$ can be fixed by various methods (e.g. decoupling objectives, orthogonal projection of open-loop eigenvector). The elementary design procedure associated with this proposition is as follows:

- Choose a set of auto-conjugate closed-loop eigenvalues $\lambda$, and determine the closed-loop admissible eigenvector space using Equation (3). At this step, the triplets $T_\gamma = (\lambda, v, w)$ are defined.
- Compute $K(s)$ satisfying Equation (4). This computation is detailed in the next section for the multi-model modal control but this would apply for the single-model modal control as well.

#### 2.3 Multi-model modal control

Multi-model eigenstructure assignment(15) is done by simultaneously assigning triplets $T_j$ for several models, which reduces to solve a set of equality constraints of type Equation (4). The choice of the models to treat with and the triplets to assign is determined by an analysis of the stability and/or performance robustness. The feedback controller $K(s)$ is considered here in a transfer matrix form. The purpose of this section is to find a dynamic controller that solves the set of linear constraints of the form (Equation (3)) and (Equation (4)). The transfer matrix of the controller will be composed of $p \times m$ rational functions at each input/output:

$$
K_i(s) = \frac{b_{i1}s^p + \ldots + b_{ip}s + b_{i0}}{d_{i1}s^m + \ldots + d_{im}s + d_{i0}} \quad \ldots (6)
$$

Common or different denominators $D_i(s)$ of the matrix $K(s)$ are fixed a priori with a sufficiently high order to realise the desired ‘roll-off’. Furthermore, its degree must be chosen in order to offer enough numerator coefficients $b_{ik}$, the tuning parameters (degrees of freedom). Generally, this choice offers too many degrees of freedom for the resolution of the equality constraints so that the problem is solved by minimising a criteria of type $J = \|K(s) - K_i(s)\|_\infty$ over a certain frequency interval $\omega_0$. Where $K_i(s)$ is a reference controller (often a simple gain) synthesised for an initial model $M_0$. This reduces to minimising a quadratic criterion under linear constraints:

**Proposition 2.** The problem of computing $K(s)$ satisfying Equation (4) and minimising criterion $J$ consists in solving for $\Xi$ a LQP problem of the form;

$$
\begin{align*}
\min J & = \Xi \Xi^T + 2\Xi c \\
\text{s.t.} & \Xi A_i = b_i
\end{align*} \quad \ldots (7)
$$

where $\Xi$ denotes unknown stacked coefficients of the numerators $b_ik$. See Magni(15) for the theoretical background and further details, as well for software implementation. The procedure used in the following will be called (Mu-$\mu$)-iteration.

**Procedure 1. (Mu-$\mu$)-iteration**

**Step A.1** – Elaborate a first initial design on a nominal model. All kinds of synthesis methods can be applied at this step ($H_\infty$ control(4), LQG optimal control(16), $\mu$-synthesis(17,18), etc.). In the case of initial non-modal approaches, look for eigenstructure assignment having the same characteristics as the initial controller.

**Step B.1** – Proceed to a multi-model analysis of the pole map and/or time-responses and/or real $\mu$-analysis(19,20). If the initial design is satisfactory for all models or all values of uncertainties, then stop. Otherwise identify the worst-case model, determine its critical triplet $T^*_\gamma$ and continue with **Step B.2**.

**Step B.2** – Improve the behaviour of the worst-case model by replacing the triplet $T^*_\gamma$ by $T^*_\gamma$ respecting the specifications while preserving the properties of all models treated before. Return to **Step B.1**.

**Remark:** See Magni(20) and Le Gorrec(13) for some general rules on multi-model eigenstructure assignment. For example to avoid
incompatible assignments one should treat models as ‘far’ as possible from each other in the considered parameter space and/or relax some constraints on models treated before.

This procedure can now be efficiently used for two purposes of interest, namely controller reduction and scheduling.

2.4 Modal reduction

We describe here how to combine modal analysis and dynamic eigenstructure assignment to reduce an initial controller while concurrently satisfying the closed-loop performances\(^7\). This method is based on the fact that the system is entirely defined by its closed-loop eigenstructure. First the dominant eigenstructure is extracted using modal analysis. In the second step, the dominant eigenstructure of the system will be assigned using a reduced order controller which has a fixed structure obtained from the first step of the procedure. Frequency criteria will be minimised to optimise the efficiency of the reduction.

Procedure 2. Modal Reduction

Step 1 – Modal analysis. For this purpose, modal simulation of the system controlled by the initial feedback is used, i.e. each mode is simulated separately\(^21\). From this kind of simulation, the contribution of each eigenvalue is evaluated. Only the eigenvalues (and associated eigenvectors) whose contribution is relevant are selected. This subset of eigenvalues/eigenvectors constitutes the dominant eigenstructure of the initial closed-loop system.

Step 2 – Reduction synthesis

- Choice of the controller poles: the choice is made a priori as a subset of the poles of the original controller. The selection is made using the analysis of the dominant eigenvalues obtained at Step 1. The poles can be chosen as following:
  - poles whose frequency is close to re-assigned dominant closed-loop poles,
  - poles corresponding to frequency domain properties (cut off frequency and so on)
  - low frequency poles used to ensure precision (integral effect).

- At this stage, the coefficients \(a_{ij}\) of transfer functions (Equation (6)) are all fixed. Note that in practice, the choice of the controller poles is not of primary importance, provided that the above recommendations are more or less taken into account.

- Eigenstructure assignment: the constraints defining the re-assignment of dominant eigenstructure (selected at Step 1) are derived; these constraints correspond to Equations (3) and (4). The number of constraints depends on the desired controller order. The higher the order, the higher the number of constraints to be processed. The equations for eigenstructure assignment are linear constraints. At this stage, using Proposition 2, Equation (8) \((\Xi A_i = b_i)\) is known.

- Controller structure constraints: the constraints relative to the gain structure are derived with the previous constraints. So, there is an additional equality constraint and new constraints of the form \(\Xi A_i = b_i\) are added.

- Criterion: a quadratic criterion of the form Equation (7) where \(K_{cd}(s)\) is the transfer function of the initial controller is defined. This criterion will eventually fix the degrees of freedom remaining after the above constraints have been taken into account. The choice of the frequencies \(\omega_j\) depends on the frequency domain features of the initial controller. At this stage, using Proposition 2, the criterion is written in the following form: \(J = \Xi E^T E^T + 2\Xi c\).

- Solve the LQP problem for \(\Xi\), then deduce from \(\Xi\) the values of the coefficients \(b_{ij}\).

Step 3 – Final analysis

Performance can be evaluated in many ways:

- in the frequency domain, by means of Bode plots or singular value analysis
- in the parametric domain, by means of \(\mu\)-analysis.

If some properties are not satisfactory, the procedure of Step 2 must be repeated till a satisfactory reduced controller is found.

When dealing with parametric robust controllers, Procedures 1 and 2 can be advantageously coupled. As long as degrees of freedom \(b_{ij}\) are available, multi-model assignment can be performed in order to have a reduced controller robust to some parametric uncertainties. The design procedure for robustness improvement consists of applying the same procedure as in Step 2, with a single difference: the eigenstructure assignment constraints are now relative to several models.

2.5 Self-scheduling control

Classical gain-scheduling is typically done by interpolating a posteriori the linear controllers obtained for several models. But, because of structure, the gain-scheduling problem can be difficult to tackle and non-interpolability can occur\(^{22,23}\). Multi-model modal control handles this task by choosing a priori the interpolation formula for the controller gain. This choice can be guided by physical constraints, open-loop analysis and previous experiments. For example, let us take a scheduling with respect to measurable parameters \((\delta_1, \delta_2)\) and an interpolation formula:

\[
K_{sclad}(s, \delta_1, \delta_2) = K_c(s) + \delta_1 K_d(s) + \delta_2 K_{d2}(s) + \delta_1 \delta_2 K_{dt}(s) \ldots (9)
\]

The synthesis of this controller can then be addressed by using the following Proposition 3\(^9\).

Proposition 3. The determination of such a self-scheduled controller is equivalent to the synthesis of a multi-model modal controller

\[
K_{sclad}(s) = [K_d(s) K_{d1}(s) K_{d2}(s)] \ldots (10)
\]

with respect to the augmented system

\[
A(\Lambda), B(\Lambda), \begin{bmatrix} C(\Lambda) & D(\Lambda) \end{bmatrix} \begin{bmatrix} \delta C(\Lambda) & \delta D(\Lambda) \end{bmatrix} \begin{bmatrix} \delta C(\Lambda) & \delta D(\Lambda) \end{bmatrix} \ldots (11)
\]

Hence, it is sufficient to apply our multi-model design Procedure 1 on the augmented system (Equation (11)) for the controller \(K_{sclad}(s)\) and to extract from it the matrices \(K_d(s), K_{d1}(s), K_{d2}(s)\) and \(K_{d3}(s)\) for the realisation of \(K_{sclad}(s, \delta_1, \delta_2)\). As demonstrated, the problem boils down to increasing the number of outputs of the original system \((A(\Lambda), B(\Lambda), C(\Lambda), D(\Lambda))\) from \(p\) to \(4p\). The augmentation of the output number offers additional degrees of freedom necessary for the simultaneous resolution of some linear constraints of type Equation (4).

This led to many aeronautical and aerospace applications\(^{10,24,25}\).

In conclusion, suppose now that some parameters of \(\Lambda\) are measurable and others are not. Using the procedures above, one could then self-schedule the controller with respect to the measurable parameters and use dynamic feedback to handle robustness with respect to non-measurable parameter variations. This will be applied on our problem at stake.

3.0 MODEL AND CONSTRAINTS

In this section, we describe the Challenger 604 aircraft longitudinal motion and the specifications to be fulfilled.
3.1 Challenger 604 aircraft model

For design purposes, we consider the linearised short-period equations of motion.

\[
\begin{bmatrix}
\dot{\varphi} \\
\dot{\psi}
\end{bmatrix} = 
\begin{bmatrix}
Z_w & U_0 & Z_e \\
M_w & M_q & M_e \\
E_w & E_q & E_e
\end{bmatrix}
\begin{bmatrix}
\varphi \\
\psi
\end{bmatrix} 
+ 
\begin{bmatrix}
Z_{\delta E} \\
M_{\delta E} \\
E_{\delta E}
\end{bmatrix}
\delta_e
\ldots (12)
\]

where the coefficients \( Z_w, Z_e, M_w, M_q, M_e, E_w, E_q, E_e \) and \( M_{\delta E} \) are stability derivatives calculated at each considered equilibrium point\(^{[20]}\). The state variable \( \epsilon \) denotes the tail downwash angle\(^{[1]}\). The available measurements are pitch rate \( q \) and normal acceleration \( n_z \): 

\[
\begin{bmatrix}
\dot{q} \\
n_z
\end{bmatrix} = 
\begin{bmatrix}
0 & 1 & 0 \\
Z_{\psi} & Z_{\psi} & Z_{\psi}
\end{bmatrix}
\begin{bmatrix}
\varphi \\
\psi
\end{bmatrix} 
+ 
\begin{bmatrix}
0 \\
[2]Z_{\delta E}
\end{bmatrix}
\delta_e
\ldots (13)
\]

where

\[
n_z = (\dot{w} - U_0 q - l q) g
\ldots (14)
\]

so \( Z_{\psi}, Z_{\psi}, Z_{\psi} \) and \( Z_{\psi} \) can be deduced from the other coefficients. Twenty flight conditions and associated linearised models (defined by Mach number \( M \) and altitude \( h \)) were provided by Bombardier Inc. as illustrated in Fig. 1. Moreover, we consider complete actuator and IRU sensor dynamics such that the original open-loop order is 35; after balanced reduction\(^{[16]}\), it is reduced to a 16th model in order to facilitate the \( H_\infty \) synthesis phase. Nevertheless, the reader must keep in mind that all time-responses will be performed on the original high-order system.

Figure 2 illustrates the open-loop short period pole dispersion over the flight envelope. The solid line indicates flight conditions with the same altitude. By observing, we can conclude that with increasing altitude, damping diminishes, and with increasing Mach, natural pulsation also increases.

Each flight condition is derived in eight configurations for different masses \( m \) and centres of gravity locations \( x_{cg} \) (Table 1).

3.2 Handling quality requirements

The overall performance objective is to track pitch rate commands with predicted Level 1 handling qualities and desired time domain response behaviour. The handling quality criteria considered in this article are short period mode damping ratio \( \zeta_{sp} \), Gibson’s droopback \( Drb \) (see Appendix A), settling time \( ST \), pitch attitude bandwidth \( \omega_{\theta BW} \), and phase delay \( \tau_\phi \). The boundaries of these criteria are defined by military standards\(^{[29]}\). Even though handling qualities are primarily defined for military aircraft, they are usually applied to commercial aircraft with slight modifications, derived from the manufacturer’s experience. Table 2 summarises the handling quality boundaries being considered in the design procedure.

### Table 2

<table>
<thead>
<tr>
<th>Handling qualities</th>
<th>Level 1</th>
</tr>
</thead>
<tbody>
<tr>
<td>Short Period damping ( \zeta_{sp} )</td>
<td>( 0.35 \leq \zeta_{sp} )</td>
</tr>
<tr>
<td>0-bandwidth ( \omega_{\theta BW} )</td>
<td>( \omega_{\theta BW} \geq 1.5 ) (rad/s)</td>
</tr>
<tr>
<td>Gibson’s droopback ( Drb )</td>
<td>( -0.2 \leq Drb \leq 0.5 )</td>
</tr>
<tr>
<td>Phase delay ( \tau_\phi )</td>
<td>( \tau_\phi \leq 2) (s)</td>
</tr>
<tr>
<td>Settling time ( ST )</td>
<td>( 2% ) en 3(s)</td>
</tr>
</tbody>
</table>

4.0 APPLICATION TO THE LONGITUDINAL FLIGHT CONTROL PROBLEM

We seek a controller which satisfies the handling quality requirements over the entire flight envelope and is robust to mass \( m \) and centre of gravity \( x_{cg} \) variation; consequently, the controller will be scheduled with respect to dynamic pressure \( \tilde{q} \) and altitude \( h \) while presenting good parametric robustness with respect to \( m \) and \( x_{cg} \). Moreover its order must be as low as possible. The theoretical background presented in Section 2 suggests the methodology we now propose:

**Step 1** Compute \( H_\infty \) controllers satisfying handling qualities on different flight conditions with good parametric robustness.
Step 2  Reduce these controllers with the technique presented in Section 2.4. Performance must be preserved and low order controllers with similar structure should be obtained.

Step 3  Schedule these reduced controllers with the self-scheduling technique presented in Section 2.5.

4.1 $H\infty$ synthesis

For a given flight condition, we seek an initial controller that satisfies the handling quality requirements for the eight configurations. $H\infty$ synthesis is a good candidate to obtain such a controller. Zames\textsuperscript{4} initiated this theory, which was further developed by Doyle\textsuperscript{30}. The $H\infty$ problem is a stabilisation and disturbance rejection problem. We must search for a controller that will minimise disturbance effects while stabilising the system. Theoretical aspect can be found in Zhou \textit{et al}\textsuperscript{31} and Alazard \textit{et al}\textsuperscript{32}.

Let us consider the augmented system $P(s)$ (including weight functions or filters) composed by four multivariable transfer functions between the inputs $u$ and $w$ and the outputs $y$ and $z$ where:

- $u$ represents the system command
- $w$ represents exogenous inputs (reference and/or disturbance)
- $y$ represents measurements
- $z$ represents regulated outputs

$P(s)$ can be separated in the following way:

$$
\begin{bmatrix}
Z(s) \\
y(s)
\end{bmatrix} =
\begin{bmatrix}
P_{11}(s) & P_{12}(s) \\
P_{21}(s) & P_{22}(s)
\end{bmatrix}
\begin{bmatrix}
W(s) \\
U(s)
\end{bmatrix}
$$

By closing the loop with the control law $U(s) = K(s)Y(s)$, one can obtain the transfer between the inputs $w$ and the outputs $z$ namely Linear Fractional Transformation (LFT):

$$
G_{wz}(s) = F_l(P(s), K(s)) = P_{11} + P_{12}K(s)(I - P_{22}K(s))^{-1}P_{21} \quad \ldots (18)
$$

The optimal $H\infty$ problem is the synthesis of a controller $K(s)$ among all internally stabilising controllers that minimises the $H\infty$ norm of $G_{wz}(s) = F_l(P(s), K(s))$. We remind that the $H\infty$ norm of a transfer function $G(s)$ is defined as:

$$
\|G(s)\|_{\infty} = \sup_{w \in \mathbb{R}} \theta (G(j\omega)) \quad \ldots (19)
$$

Optimal $H\infty$ problem

Finding a stabilising controller $K(s)$ such as $\|F_l(P(s), K(s))\|_{\infty}$ is minimal.

Knowing the minimal $H\infty$ norm can be theoretically useful because a limit can be fixed on the reachable performances. Nevertheless, in a practical way, the suboptimal $H\infty$ problem is defined where the $H\infty$ norm is reduced under a positive threshold $\gamma$.

Suboptimal $H\infty$ problem

Finding a stabilising controller $K(s)$ such as $\|F_l(P(s), K(s))\|_{\infty} \leq \gamma$. Although there are several ways to solve this problem, the Doyle \textit{et al}\textsuperscript{5} method will be used as it is based upon a state variable approach. The augmented plant considered for the $H\infty$ synthesis is given in Fig. 5.

In order to produce an efficient $H\infty$ controller, a reference model that satisfies the constraints is chosen:

$$
F_{\text{ref}}(s) = \frac{e^{-0.15(s+0.6665+1)}}{s^2+2(0.7)(2.5)s+(2.5)^2} \quad \ldots (20)
$$

The difference between the reference model output and the aircraft pitch rate $q$ is weighted by a low-pass filter $W_{\text{ref}}$.
The initial $H_\infty$ controller order is 23. Before proceeding to the modal analysis, we seek to significantly reduce the order of the controller by using balanced reduction techniques (6). Moreover, as the controller is a two degree controller, the feedforward part is separated from the feedback part. Again, balanced reduction is performed on each sub-controller. Since we only have interest in the modal reduction in the feedback controller, the feedforward controller will remain as it was after the balanced reduction. Fortunately, the feedforward controller order is five without any major loss on the temporal, frequency and parametric criteria. One could remark actually that the poles of the feedforward path are the reference model poles and the integrator pole. The feedback controller order is reduced to 12 without any significant performance loss. If further balanced reduction is performed, there is some significant loss compared to the initial $H_\infty$ controller. Modal reduction is used to further reduce the controller order if possible.

### 4.2.1 Modal analysis

First, a modal analysis is performed to find the dominant poles that must be re-assigned, and the poles that must be conserved in the feedback controller. We find that the poles of interest are:

- the integrator pole of the controller,
- the short period mode poles,
- the complex poles $-6.21 \pm 17.98i$ of the controller

After some trials, we finally choose the poles gathered in Table 4 for our controller.
4.2.3 Second reduction

After the successful first reduction, we seek to structure our controller. The two feedback paths have originally integral action; we choose to keep the integral effect only on the $q$ feedback. Moreover, to ensure some ‘roll-off’, we impose the degrees of the numerators as shown in Table 7. With fewer degrees of freedom, some constraints of Table 6 have to be abandoned. Consequently, we are not able to find a satisfactory reduced controller. After analysis, a constraint has to be added on Model 1.8 (Table 8).

<table>
<thead>
<tr>
<th>Table 4</th>
</tr>
</thead>
<tbody>
<tr>
<td>Reduced controller poles</td>
</tr>
<tr>
<td>Pole</td>
</tr>
<tr>
<td>$\lambda_1$</td>
</tr>
<tr>
<td>$\lambda_2$</td>
</tr>
<tr>
<td>$\lambda_3$</td>
</tr>
</tbody>
</table>

4.2.2 First reduction

We first seek a reduced controller with structure in Table 5. We will not impose any degree difference. Our goal is to check that a 4th order controller can be used to preserve the performance of the original $H_\infty$ controller. The eigenvalue assignment is completed on both models 1.1 and 1.5 (Table 6). Results are not presented as they are exactly similar to $H_\infty$ controller results. The reduction is efficient.

<table>
<thead>
<tr>
<th>Table 5</th>
</tr>
</thead>
<tbody>
<tr>
<td>First reduced controller structure</td>
</tr>
<tr>
<td>Output</td>
</tr>
<tr>
<td>Poles</td>
</tr>
<tr>
<td>Degree difference</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Table 6</th>
</tr>
</thead>
<tbody>
<tr>
<td>Placement constraints for first reduction</td>
</tr>
<tr>
<td>Model</td>
</tr>
<tr>
<td>Model 1.1</td>
</tr>
<tr>
<td>Model 1.1</td>
</tr>
<tr>
<td>Model 1.1</td>
</tr>
<tr>
<td>Model 1.5</td>
</tr>
<tr>
<td>Model 1.5</td>
</tr>
<tr>
<td>Model 1.5</td>
</tr>
</tbody>
</table>

4.2.3 Second reduction

After the successful first reduction, we seek to structure our controller. The two feedback paths have originally integral action; we choose to keep the integral effect only on the $q$ feedback. Moreover, to ensure some ‘roll-off’, we impose the degrees of the numerators as shown in Table 7. With fewer degrees of freedom, some constraints of Table 6 have to be abandoned. Consequently, we are not able to find a satisfactory reduced controller. After analysis, a constraint has to be added on Model 1.8 (Table 8).

<table>
<thead>
<tr>
<th>Table 7</th>
</tr>
</thead>
<tbody>
<tr>
<td>Second reduced controller structure</td>
</tr>
<tr>
<td>Output</td>
</tr>
<tr>
<td>Poles</td>
</tr>
<tr>
<td>Degree difference</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Table 8</th>
</tr>
</thead>
<tbody>
<tr>
<td>Placement constraints for second reduction</td>
</tr>
<tr>
<td>Model</td>
</tr>
<tr>
<td>Model 1.1</td>
</tr>
<tr>
<td>Model 1.1</td>
</tr>
<tr>
<td>Model 1.5</td>
</tr>
<tr>
<td>Model 1.8</td>
</tr>
</tbody>
</table>

The reduced controller is then tested on the complete high order model, which is found to provide similar results to the original model concerning time-responses (Fig. 8). Table 9 summarises the handling quality values. These data are very close to the ones obtained with the original $H_\infty$ controller. We finally managed to find a reduced controller that is still satisfactory.

Figure 8. Time-responses of the final reduced $H_\infty$ controller for Models 1.1.
our controller, all denominators will be chosen equal for every $K_\delta(s)$. The $H_\infty$ controllers do not necessarily have the same poles, which is a major inconvenience when interpolation of these controllers needs to be performed. Nevertheless, a similar structure has been found for the different reduced controllers; consequently, average values of the poles are chosen (Table 10). The low-frequency pole used in the reduction phase is replaced by a pole located at $-20$ and the complex poles $-10 \pm 25i$ is an average value of the different corresponding controller poles.

### 4.3 Self-scheduled controller

The next step is to apply the self-scheduling technique (Section 2.5) to our problem at hand. As the flight envelope is expressed in terms of Mach number $M$ and altitude $h$, these two measures are good candidates for scheduling parameters. Nevertheless, we propose to use dynamic pressure $\bar{q}$ instead of $M$. As the flight envelope is relatively large (Fig. 1), the design of the self-scheduling controller is made in two steps. We first establish a controller scheduled with respect to $\bar{q}$ at the lowest altitude of 5,000ft, then we extend the controller to the complete flight envelope by adding altitude $h$ dependency in the controller.

#### 4.3.1 Choice of structure

Our controllers can be reduced efficiently while still keeping good performance properties. Moreover, a common structure has been derived. Many choices can be made for the structure of the transfer functions $K_\delta(s)$. In order to maintain an order as low as possible for our controller, all denominators will be chosen equal for every $K_\delta(s)$. The $H_\infty$ controllers do not necessarily have the same poles, which is a major inconvenience when interpolation of these controllers needs to be performed. Nevertheless, a similar structure has been found for the different reduced controllers; consequently, average values of the poles are chosen (Table 10). The low-frequency pole used in the reduction phase is replaced by a pole located at $-20$ and the complex poles $-10 \pm 25i$ is an average value of the different corresponding controller poles.

### 4.3.2 Initial controller synthesis

We will first work on the flight condition 1. The controller structure is given in Table 11 and the pole placement constraints are gathered in Table 12. This initial placement is similar to the one used in the final reduced controller. Time-responses remain similar to the ones obtained with the reduced controller of previous section (Fig. 8).

#### Table 9
Handling quality values with the final reduced $H_\infty$ controller

<table>
<thead>
<tr>
<th>Model</th>
<th>$\zeta_\nu$</th>
<th>$\omega_{nat,\nu}$</th>
<th>Drb</th>
<th>$\tau_\nu$</th>
<th>ST</th>
</tr>
</thead>
<tbody>
<tr>
<td>Model 1.1</td>
<td>0.65</td>
<td>1.49</td>
<td>-0.04</td>
<td>0.23</td>
<td>2.39</td>
</tr>
<tr>
<td>Model 1.2</td>
<td>0.72</td>
<td>1.6</td>
<td>-0.06</td>
<td>0.21</td>
<td>2.94</td>
</tr>
<tr>
<td>Model 1.3</td>
<td>0.60</td>
<td>1.42</td>
<td>-0.01</td>
<td>0.22</td>
<td>2.78</td>
</tr>
<tr>
<td>Model 1.4</td>
<td>0.68</td>
<td>1.50</td>
<td>0.10</td>
<td>0.21</td>
<td>2.98</td>
</tr>
<tr>
<td>Model 1.5</td>
<td>0.54</td>
<td>1.30</td>
<td>-0.20</td>
<td>0.20</td>
<td>3.22</td>
</tr>
<tr>
<td>Model 1.6</td>
<td>0.66</td>
<td>1.50</td>
<td>0.18</td>
<td>0.21</td>
<td>3.21</td>
</tr>
<tr>
<td>Model 1.7</td>
<td>0.72</td>
<td>1.79</td>
<td>0.22</td>
<td>0.25</td>
<td>2.81</td>
</tr>
<tr>
<td>Model 1.8</td>
<td>0.66</td>
<td>1.66</td>
<td>0.19</td>
<td>0.24</td>
<td>2.72</td>
</tr>
</tbody>
</table>

#### Table 10
Scheduled controller poles

<table>
<thead>
<tr>
<th>Pole</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\lambda_1$</td>
<td>0</td>
</tr>
<tr>
<td>$\lambda_2$</td>
<td>$-10 \pm 25i$</td>
</tr>
<tr>
<td>$\lambda_3$</td>
<td>$-20$</td>
</tr>
</tbody>
</table>

#### Table 11
Structure of the initial controller for self-scheduling

<table>
<thead>
<tr>
<th>Output</th>
<th>$q$</th>
<th>$n_z$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Poles</td>
<td>$\lambda_1, \lambda_2, \lambda_3$</td>
<td>$\lambda_1, \lambda_2$</td>
</tr>
<tr>
<td>Degree difference</td>
<td>1</td>
<td>2</td>
</tr>
</tbody>
</table>

### Figure 9
Time-responses with $K(s, \delta q')$ for Models 1.y to 4.y.
Table 12
Placement constraint for initial controller $K_0(s)$

<table>
<thead>
<tr>
<th>Model</th>
<th>Mode</th>
<th>Open-loop pole</th>
<th>Closed-loop pole</th>
</tr>
</thead>
<tbody>
<tr>
<td>Model 1.1</td>
<td>Integrator</td>
<td>0</td>
<td>$-0.74$</td>
</tr>
<tr>
<td>Model 1.1</td>
<td>Corrector</td>
<td>$-10 \pm 25i$</td>
<td>$-14.88 \pm 22.28i$</td>
</tr>
<tr>
<td>Model 1.5</td>
<td>Short Period</td>
<td>$-0.68 \pm 1.31i$</td>
<td>$-1.99 \pm 3.10i$</td>
</tr>
<tr>
<td>Model 1.8</td>
<td>Integrator</td>
<td>0</td>
<td>$-0.89$</td>
</tr>
</tbody>
</table>

4.3.3 Self-scheduled controller synthesis with respect to $q$ at $h = 5,000ft$

We first look for a scheduled controller with respect to $\bar{q}$ at the lowest altitude $h = 5,000ft$. The flight conditions to consider are 1 to 4. A quadratic scheduling is chosen:

$$K(s,\delta\bar{q}) = K_0(s) + \delta\bar{q}K_q(s) + \delta\bar{q}^2K_{q^2}(s) \quad \ldots (23)$$

The dynamic pressure of flight condition one is the lowest of the flight envelope (77.1 lb/ft$^2$), whereas the one of flight condition four is the highest (444.3 lb/ft$^2$). The synthesis of the self-scheduled controller $K(s,\delta\bar{q})$ is done by placing the eigenstructure of the augmented system:

$$\begin{bmatrix}
A(\Delta), B(\Delta), \\
\delta\bar{q}C(\Delta), \\
\delta\bar{q}\delta\bar{q}^2C(\Delta)
\end{bmatrix}
\begin{bmatrix}
C(\Delta) \\
D(\Delta) \\
\delta\bar{q}D(\Delta) \\
\delta\bar{q}\delta\bar{q}^2D(\Delta)
\end{bmatrix} \quad \ldots (24)$$

And the controller $K(s,\delta\bar{q})$ is calculated in the following way:

$$K(s,\delta\bar{q}) = [K_0(s) \ K_q(s) \ K_{q^2}(s)] \quad \ldots (25)$$

The same structure is preserved for $K_q(s)$ and $K_{q^2}(s)$ (Table 11).

**Multimodel synthesis**

We maintain the placement of Model 1 (Table 12) and add placement constraints on Models 3 and 4 (Table 13). We essentially place short period and integrator modes. The different configurations are chosen according to the observations made on $H_\infty$ controller reduction. Moreover, one controller pole has to be placed on Model 4.1.

<table>
<thead>
<tr>
<th>Model</th>
<th>Mode</th>
<th>Open-loop pole</th>
<th>Closed-loop pole</th>
</tr>
</thead>
<tbody>
<tr>
<td>Model 3.1</td>
<td>Short Period</td>
<td>$-1.87 \pm 3.47i$</td>
<td>$-23 \pm 6.2i$</td>
</tr>
<tr>
<td>Model 3.5</td>
<td>Integrator</td>
<td>0</td>
<td>$-0.72$</td>
</tr>
<tr>
<td>Model 3.7</td>
<td>Integrator</td>
<td>0</td>
<td>$-1.51$</td>
</tr>
<tr>
<td>Model 3.7</td>
<td>Short Period</td>
<td>$-1.68 \pm 1.46i$</td>
<td>$3.58 \pm 2.08i$</td>
</tr>
<tr>
<td>Model 4.1</td>
<td>Integrator</td>
<td>0</td>
<td>$-1.99$</td>
</tr>
<tr>
<td>Model 4.1</td>
<td>Corrector</td>
<td>$-10 \pm 25i$</td>
<td>$1.42 \pm 26.09i$</td>
</tr>
<tr>
<td>Model 4.5</td>
<td>Integrator</td>
<td>0</td>
<td>$-0.97$</td>
</tr>
<tr>
<td>Model 4.5</td>
<td>Short Period</td>
<td>$-1.78 \pm 4.11i$</td>
<td>$-3.67 \pm 4.51i$</td>
</tr>
</tbody>
</table>

**Analysis**

The time-responses of Models 1 to 4 (for the 8 configurations) are illustrated in Fig. 9. A good temporal behaviour is preserved, similar to the one observed with $H_\infty$ controller. Although, placement constraints are only applied on Models 1, 3 and 4, one can see that Model 2 (and its different configurations) exhibits the expected behaviour.
On the pole map (Fig. 10) all low frequency poles have a damping ratio greater than 0.5; poles issued from the integrator have a real part less than −0.5.

By using the parametric model in M and h, we validate the closed-loop pole evolution (essentially short period mode) for \( M \in [0.25, 0.6] \) and \( h = 5,000 \text{ft} \). Figure 11 shows that for the nominal configuration (Models 1.1 to 4.1), short period mode evolves smoothly with an increasing natural frequency as M grows and a damping ratio between 0.55 and 0.65.

4.3.4 Self-scheduled controller synthesis w.r.t. \( \bar{\delta q} \) and h

If we plot the time-responses with controller \( K(s, \bar{\delta q}) \) on the set of 160 models, they are not as good as expected. Nevertheless, the system remains stable for all configurations and closed-loop poles have a damping ratio greater than 0.3. Adding new scheduled terms in \( \bar{\delta q} \) do not improve the results, so we decide to use a second scheduling variable h to take into account the change of altitude. We gradually add terms in h, \( \bar{\delta q} \hat{h} \), \( h^2 \) while checking performance on the entire flight envelope. We finally decide to use a self-scheduled controller of the form:

\[
K(s, \delta q, \delta h) = K_0(s) + \delta q K_q(s) + \delta q^2 K_q^2(s) + \delta h K_h(s) + \delta h^2 K_h^2(s) + \delta q \delta h K_{qh}(s) \quad \ldots (26)
\]

The synthesis of the self-scheduled controller \( K(s, \delta q, \delta h) \) is done by placing the eigenstructure of the augmented system:

\[
\begin{bmatrix}
  C(\Delta) \\
  \delta q C(\Delta) \\
  \delta q^2 C(\Delta) \\
  \delta h C(\Delta) \\
  \delta h^2 C(\Delta) \\
  \delta q \delta h C(\Delta) \\
\end{bmatrix}
\begin{bmatrix}
  0 \\
  \delta q D(\Delta) \\
  \delta q^2 D(\Delta) \\
  \delta h D(\Delta) \\
  \delta h^2 D(\Delta) \\
  \delta q \delta h D(\Delta) \\
\end{bmatrix}
\quad \ldots (27)
\]

And the controller \( K(s, \bar{\delta q}, \bar{\delta h}) \) is calculated in the following way:

\[
K(s, \bar{\delta q}, \bar{\delta h}) = [K_0(s) K_q(s) K_h(s) K_{qh}(s)] \quad \ldots (28)
\]

As before, the structures of \( K_0(s) \), \( K_q(s) \) and \( K_h(s) \) are the ones exposed in Table 11. We start from the controller \( K(s, \bar{\delta q}) \) and keep the placement constraints.

Multi-model synthesis

Additional constraints were deduced on the following observations:

- worst damped poles (\( \zeta < 0.4 \)) with \( K(s, \bar{\delta q}) \) are those of Models 16 and 20 (high altitudes \( h = 35,000 \text{ft} \) and \( h = 42,000 \text{ft} \) and \( M = 0.88 \)).
- thanks to reduction phases, we know on which Models 16, y and 20, y to operate.
- Table 14 gathers the additional constraints.

Analysis

Figure 12 shows the closed-loop poles on the 160 models with controller \( K(s, \bar{\delta q}, \bar{\delta h}) \). Short period mode poles have damping ratio greater than 0.5 (with a few exceptions). Time-responses of Fig. 13 are all satisfactory on the entire set of models. The self-scheduled controller \( K(s, \bar{\delta q}, \bar{\delta h}) \) ensures good performance on the entire flight envelope and is robust for the different mass/centre of gravity configurations.
5.0 CONCLUSION

The complete design of the longitudinal flight controller of a Challenger 604 has been carried out. Based on a reference model satisfying many handling qualities, we were able to design effective high-order controllers using $H_\infty$ synthesis working with different flight conditions. The controllers presented robust performance versus mass and centre of gravity variations. Robust modal reduction was then performed on these controllers to significantly lower their order, while still preserving performance and imposing a common structure. Finally, a self-scheduling technique allowed us to schedule the gains with respect to dynamic pressure and altitude over the entire flight envelope. The final product is an efficient 4th order scheduled controller that is robust to mass and centre of gravity variations, satisfying most of the handling qualities considered.

APPENDIX

Dropback

Besides the classical time-domain criteria such as settling time, overshoot or rising time, Gibson’s dropback is commonly used by flight control engineers. This short term measure of the pitch attitude changes is calculated based on the reduced-order attitude $q$ response (i.e. without the Phugoid mode) to a step stick input removed after a few seconds. Figure 14 illustrates how to calculate the dropback $Drb$. The quantity $q_s$ is the pitch rate steady state value. Ideally, having a zero dropback value means piloting a pure integrator in $q$ after a short time. As it is preferred to have positive dropback values instead of negative ones, this comes with some significant overshoots in the pitch rate $q$ response.
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Table 14

<table>
<thead>
<tr>
<th>Model</th>
<th>Mode</th>
<th>Open-loop pole</th>
<th>Closed-loop pole</th>
</tr>
</thead>
<tbody>
<tr>
<td>Model 12.1</td>
<td>Short Period</td>
<td>$-2.61 \pm 6.44i$</td>
<td>$-5.52 \pm 7.07i$</td>
</tr>
<tr>
<td>Model 12.5</td>
<td>Integrator</td>
<td>0</td>
<td>$-1.25$</td>
</tr>
<tr>
<td>Model 12.5</td>
<td>Short Period</td>
<td>$-1.88 \pm 5.58i$</td>
<td>$-3.91 \pm 5.48i$</td>
</tr>
<tr>
<td>Model 12.7</td>
<td>Short Period</td>
<td>$-2.37 \pm 3.38i$</td>
<td>$-2.54 \pm 3.82i$</td>
</tr>
<tr>
<td>Model 16.1</td>
<td>Correlator</td>
<td>$-10 \pm 25i$</td>
<td>$-10.28 \pm 28.21i$</td>
</tr>
<tr>
<td>Model 16.5</td>
<td>Integrator</td>
<td>0</td>
<td>$-0.68$</td>
</tr>
<tr>
<td>Model 16.5</td>
<td>Short Period</td>
<td>$-1.09 \pm 4.14i$</td>
<td>$-3.64 \pm 7.36i$</td>
</tr>
<tr>
<td>Model 16.7</td>
<td>Short Period</td>
<td>$-1.56 \pm 1.75i$</td>
<td>$-2.44 \pm 2.90i$</td>
</tr>
<tr>
<td>Model 17.1</td>
<td>Integrator</td>
<td>0</td>
<td>$-0.52$</td>
</tr>
<tr>
<td>Model 17.1</td>
<td>Short Period</td>
<td>$-0.58 \pm 1.82i$</td>
<td>$-3.86 \pm 7.07i$</td>
</tr>
<tr>
<td>Model 17.5</td>
<td>Short Period</td>
<td>$-0.43 \pm 1.74i$</td>
<td>$-2.70 \pm 4.58i$</td>
</tr>
<tr>
<td>Model 17.7</td>
<td>Short Period</td>
<td>$-1.03$ and $-0.11$</td>
<td>$-3.80 \pm 3.82i$</td>
</tr>
<tr>
<td>Model 20.1</td>
<td>Integrator</td>
<td>0</td>
<td>$-0.98$</td>
</tr>
<tr>
<td>Model 20.5</td>
<td>Integrator</td>
<td>0</td>
<td>$-0.85$</td>
</tr>
<tr>
<td>Model 20.5</td>
<td>Short Period</td>
<td>$-0.72 \pm 3.38i$</td>
<td>$-2.64 \pm 5.44i$</td>
</tr>
<tr>
<td>Model 20.7</td>
<td>Short Period</td>
<td>$-1.01 \pm 2.27i$</td>
<td>$-1.96 \pm 1.82i$</td>
</tr>
</tbody>
</table>

Figure 14. Gibson’s dropback definition.


