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Abstract: The purpose of this work is to evaluate the use of the smoothed particle hydrodynamics (SPH) method within the framework of high speed cutting modelling. First, a 2D SPH based model is carried out using the LS-DYNA® software. The developed SPH model proves its ability to account for continuous and shear localised chip formation and also correctly estimates the cutting forces, as illustrated in some orthogonal cutting examples. Then, the SPH model is used in order to improve the general understanding of machining with worn tools. At last, a hybrid milling model allowing the calculation of the 3D cutting forces is presented. The interest of the suggested approach is to be freed from classically needed machining tests: Those are replaced by 2D numerical tests using the SPH model. The developed approach proved its ability to model the 3D cutting forces in ball end milling.
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1 Introduction

Machining is the most used process in industrial components production, while involving very complex fully 3D physical phenomena. A considerable effort has been made by the scientific community to develop accurate theoretical and numerical machining models, each one aiming to represent the relevant phenomena of the physics at the considered scale. Among the objectives of these models reproducing this complexity and linking the quality of the surface to the machine control are often encountered. The focus of this work is to propose a numerical model able to reproduce the efficient cutting physics and quality of the generated surface and link local machining models to the machine driving parameters, in the final goal of predicting the effect of the surface quality on the component fatigue life. The application field is limited here to aeronautical representative samples. To be more precise, the purpose of this work is not to illustrate the use of a (n + 1)th numerical model, nor to represent the whole complexity of the physics in the tool-matter interaction. The originality is to propose a new methodology of machine control to ‘optimise’ in a way the quality of the machined surface regarding fatigue life duration, through the use of an appropriate numerical model, under constraints of being relevant and mechanically consistent with the physics of two mechanical scales. The invisible part of this work is the mathematics, computational mechanics (theory) and code developments (numeric) done prior to the numerical tests. The fatigue life prediction part of the work that uses the numerical tests and the machine driving ‘optimisation’ phase are not presented here.

Why the proposed methodology overcomes the key limitations of existing numerical works? Because numerical models are themselves limited compared to fine theoretical approaches, and due to additional computational and numerical limitations, numerical models are mostly limited to the orthogonal cutting framework, especially when it is aimed to compare numerical results and real complex and uncertain experimental measurements. Thus, 2D plain strain studies are commonly dealt. In these conditions, the full 3D and very complex interacting machine control cutting parameters can be resumed to two of them considered as independent, the cutting speed \((V_c)\) and the feed \((f)\). In that field, most of the numerical models are based on Lagrangian or arbitrary Lagrangian Eulerian finite element methods (ALE FEM). Lists of available publications are of course very large. Taking the risk of not being exhaustive, let us cite only two of them Bil et al. (2004) and Marusich (2001). These references papers in particular show two major difficulties closely related to FEM. First contact and friction models must be introduced thus leading to the necessity of accounting for the thermo-mechanical exchange complexity of machining through the interface description, furthermore a line in 2D. In most cases, the Coulomb model is used. It is very simple to implement and use but the contact complexity is, to us, poorly resituated. Moreover, the friction parameter is shown to be a very sensible coefficient often used to tune the FEM cutting forces on experimental results. Thus, FEM can not be predictive. The workpiece/chip material separation model is the second aspect of the modelling difficulties. Lagrangian based FE methods present the disadvantage of leading to large grid distortions since the matter and the grid are strictly connected in the absence of additional ‘opening’ technique. Use of ALE in the FEM remedy since the matter-grid connection is somewhat relaxed and it allows for the boundary of the matter to evolve while remaining Lagrangian. Remeshing techniques are associated to remapping methods. This is hugely time consuming, and in
order to be not energy dissipative and accurate enough, this implies very fine mesh sizes to follow the matter fluxes that open to question the consistency between the solid continuum mechanics and numerical hypotheses.

Regarding the real 3D industrial machining cases (milling for example), numerical models existing at the beginning of this work are not yet rather powerful because of the huge computing time and still remaining numerical problems. Analytical models are often preferred (Altintas, 2000).

The developed approach is based on the smoothed particle hydrodynamics (SPH) method in the frame of the LS-DYNA® hydrodynamic software (Hallquist, 2006). It is shown in Section 2 that SPH is able to model cutting, avoids the need of contact algorithm or remap/remesh additional techniques. In Section 3, SPH cutting model applications are outlined and compared with other numerical or experimental data. The use of SPH as a numerical tool for a better understanding of the chip formation with worn tools is also presented. Finally, in Section 4, our hybrid (analytic-SPH) 3D milling model is presented. This orthogonal cutting based methodology gives as a result a predicted machined surface geometry without the need of 3D numerical cutting model or real test.

2 SPH cutting model

2.1 Basic principles of the SPH method

SPH method is a meshless Lagrangian technique. Material properties and state variables are approximated by their values on a set of discrete points, or SPH particles. This avoids the severe problems of mesh tangling and distortion which usually occur in Lagrangian analyses involving large deformation. For more details on the method used, the reader can refer to Hallquist (2006) and Liu and Liu (2003).

2.2 Model description

Several assumptions were made in order to reduce the model size and the computation time, allowing the development of a useful tool.

The model is implemented in the orthogonal cutting framework, thus in 2D (a 3D model can easily be developed but we will show in Section 4 that a coupled analytical-SPH approach could be more efficient, see Figure 2). The tool is supposed rigid and has an imposed velocity. During the process, the computation time is reduced by using an imposed tool velocity ten times higher than the real velocity. This assumption is usually used in simulation of stamping processes. It is valid as long as the accelerated mass is low and the material behaviour is slightly influenced by the strain rate.

Accurate and reliable flow stress models are highly necessary to represent work material behaviour under high speed cutting conditions. In our model, the constitutive material law proposed by Johnson and Cook (1983) is used and all associated parameters result from the literature.

2.3 SPH cutting model capabilities compared to classical FEM approach

An overview of the main specificities of the SPH cutting model approach compared to classical Lagrangian FE models is summarised in Table 1.
SPH method applied to machining modelling involves several advantages.

First, high strains are easily handled. The particles move relatively to each other in a disordered way during the deformation. This can be considered as a particles rearranging without topological restriction, thus no remeshing is needed.

Another advantage induced by SPH is the ‘natural’ chip/workpiece separation. The relative motion of the particles creates the opening. The new free surfaces are given by the particles positions. Thus, the workpiece matter ‘flows naturally’ around the tool tip (Figure 1).

Figure 1  Chip separation (see online version for colours)

Figure 2  Al6061-T6 Oblique cutting case: 3D SPH model, (a) iso view (b) top view (see online version for colours)
In the same way, the SPH method presents an original aspect regarding contact handling. Indeed, when a workpiece particle ‘sees’, in its neighbouring, tool particles, then workpiece particle circumvents the tool. Thus, friction is modelled as particles interactions and friction parameter does not have to be defined. SPH friction modelling must be studied in-depth but it offers a very interesting alternative to traditional definitions.

2.4 Some specificities of the SPH model implementation

The implemented SPH model within the framework of LS-DYNA reveals some specific aspects.

Renormalised SPH formulation

Due to the lack of neighbours, classical SPH approximation is not correctly calculated on the boundaries. Indeed, a particle located on a free edge only interacts with existing particles located on one side of the free edge.

LS-DYNA proposes an alternative formulation to particle SPH approximation which corrects this deficiency. This formulation is called renormalisation. It is based on the works of Randles and Libersky (1996) and Vila (2005). The renormalised formulation improves the SPH method consistency (order 1). Two advantages are obtained: a better precision when the particles are disordered and a better approximation of the calculated quantities at the boundary.

In the machining modelling case, standard SPH underestimates the chip curve (Figure 3). The use of the renormalised formulation allows a better modelling of the chip curve and a better evaluation of the matter state on the surface (Figure 3).

Figure 3 Standard/renormalised SPH formulation in metal cutting (see online version for colours)

Numerical instabilities

The SPH method is prone to two types of numerical instabilities: tensile instability and zero energy modes. These aspects are discussed in details in Belytschko and Xiao (2002).

We faced numerical instability of the SPH method for the cutting model. Figure 4 shows an example of numerical fractures. Increasing the physical velocity of the tool
decreases these instabilities. Currently, the SPH method in LS-DYNA does not provide any advanced solution to solve this problem but a work is in progress.

**Figure 4** Numerical instabilities (see online version for colours)

![Numerical Instabilities](image)

3 SPH cutting model applications

Two applications are presented here: the first one reproduces a continuous chip process and the second one a shear localised chip. They are studied and compared to experimental results and numerical FEM (AdvantEdge; Marusich, 2001) results. AdvantEdge is a reference in machining simulations. It is an explicit dynamic, thermo-mechanically coupled FEM package specialised for metal cutting. Here, comparisons are carried out on the chip morphology, stress distribution and the specific cutting forces. Other comparisons can be found in Limido et al. (2007).

3.1 Continuous chip: Al6061-T6

We first present the result of a cutting problem using material Aluminium alloy Al6061-T6. The process parameters are defined as follows: speed 10 m/s, rake angle 5°, feed 250 µm and edge radius 25 µm. The material model parameters result from Lesuer (2001). All the AdvantEdge and experimental results presented in this part are based on Marusich (2001).

*Chip morphology and stress distribution*

LS-DYNA and AdvantEdge chip morphology results are presented in Figure 5. The considered Aluminium alloy produces continuous chip in the speed and feed range studied (Marusich, 2001). LS-DYNA and AdvantEdge models results are in agreement with these experimental observations. The AdvantEdge model overestimates the chip thickness and the LS-DYNA SPH model underestimates it. Figure 5(b) shows the Von Mises stresses during the continuous chip formation. Primary and secondary shear zone can be easily identified.
Cutting forces

Normal (or feed) and tangential (or cutting) forces are compared in Figure 6. LS-DYNA predicted cutting forces agree within 10% and 30% of the measured values for tangential and normal components respectively. These differences can be explained by chip separations criteria, friction model and SPH velocity assumption. It is important to recall that the SPH model does not use a numerical friction. Thus the predicted cutting forces are not adjusted. On the other hand, the AdvantEdge model used a Coulomb parameter fixed to 0.2 without any information on how to choose this value.

3.2 Shear localised chip: Ti6Al4V and worn tool

In this section, the Ti6Al4V alloy machining is used under dry conditions. When machining titanium alloys with conventional tools, the tool wear rate progresses rapidly,
and it is generally difficult to achieve a cutting speed of over 60 m/min. The tool wear analysis method developed here is based on a chip formation analysis using experimental and numerical results. The main idea is to use the developed SPH model to study the cutting forces and the chip formation with new and worn tools and compare these results to available experimental data. This work was completed in collaboration with the Lamefip ENSAM Bordeaux France (Limido et al., 2009).

The studied cutting conditions are summarised in Table 2.

**Table 2**  Cutting conditions

<table>
<thead>
<tr>
<th>Tool material</th>
<th>Tungsten carbides</th>
</tr>
</thead>
<tbody>
<tr>
<td>Grade</td>
<td>H13A WC-6Co K20</td>
</tr>
<tr>
<td>Rake angle</td>
<td>0</td>
</tr>
<tr>
<td>Clearance angle</td>
<td>11</td>
</tr>
<tr>
<td>Cutting speed</td>
<td>60 m/min</td>
</tr>
<tr>
<td>Feed</td>
<td>0.3 mm</td>
</tr>
</tbody>
</table>

The tool geometry before and after machining are shown in Figure 7.

**Figure 7**  Scanning electron microscopy images of (a) a new (b) a worn tool

Chip morphology

Under the cutting speed and feed range studied, Ti6Al4V alloy produces shear localised chips (see Figure 8). Shear localised chips are characterised by oscillatory profiles. They result from adiabatic shear band formation in the primary shear zone of the workpiece material. The chip type obtained for the SPH model is in accordance with experiments (Figure 8). The SPH model shows a shear band thickness increase and a decrease of frequency of chip segmentation with wear, which is also observed experimentally.

It is possible to identify (Figure 9) a metal dead zone in the chip formation mechanisms with worn tools. This area is reduced to a triangular zone in front of the tool tip which moves with the tool. This physical mechanism was already observed in experiments (Kountanya and Endres, 2001). The SPH approach is able to predict this stagnation zone because of its meshless nature.
Figure 8  Experimental/numerical chip formation using (a) a new (b) a worn tool geometry (see online version for colours)

Figure 9  Velocity field at tool tip: metal dead zone identification (see online version for colours)

Cutting forces

Experimental results, illustrated in Figure 10, show a great influence of wear on the feed force (about 90%) and a less important increase of the cutting force (about 20%). The SPH cutting model results show a mean feed force increase of about 95% with tool wear and of the cutting force of about 10% (Figure 10). So, the SPH model is able to correctly predict these variations, induced by the tool wear by only taking into account the tool tip shape changes. We think that the metal dead zone formed in front of the tool tip is the main cause of the large feed force increase (Limido et al., 2009).
4 3D Milling forces via 2D SPH

4.1 Principle of the 3D cutting forces determination

The milling force modelling is not a simple extrapolation of the orthogonal cutting case because locally oblique cutting occurs. Recently, 3D finite elements milling models were developed but the computational times necessary are too important for exploitation within an industrial framework. The alternative suggested here is mainly based on a coupling of Altintas (2000) approach and our 2D SPH model. Altintas approach principle is to consider the total cutting pressures as the sum of the local cutting pressures along the edge(s). In other words, the cutter is represented as a sum of elementary tools.

In the developed model, the local cutting forces are calculated starting from the local cutting conditions (thickness and depth of chip) and from the cutting coefficients by equation (1) (Altintas, 2000). Let us note that tangential components (t index), axial (a index) and radial (r index) of the cutting coefficients are separate in components related to shearing (c index) and in components related to the edge action (e index). The total cutting forces are then determined by integration of the equation (2).

\[
\begin{align*}
    dF_t &= K_{tc} h db + K_{te} ds \\
    dF_r &= K_{rc} h db + K_{re} ds \\
    dF_a &= K_{ac} h db + K_{ae} ds
\end{align*}
\]  

(1)

- \(dF_t, dF_r, dF_a\) differential tangential, radial, axial cutting force
- \(K_{tc}, K_{rc}, K_{ac}\) tangential, radial and axial cutting force coefficients
- \(K_{te}, K_{re}, K_{ae}\) tangential, radial and axial edge force coefficients
- \(h\) uncut chip thickness normal to cutting edge
- \(db\) differential cutting edge length in the direction perpendicular to the cutting velocity
- \(ds\) differential cutting edge length
\[
\begin{bmatrix}
    dF_x \\
    dF_y \\
    dF_z
\end{bmatrix} = 
\begin{bmatrix}
    -\sin \psi \sin k & -\cos \psi & -\sin \psi \cos k \\
    -\cos \psi \sin k & \sin \psi & -\cos \psi \cos k \\
    \cos k & 0 & -\sin k
\end{bmatrix}
\begin{bmatrix}
    dF_x \\
    dF_y \\
    dF_z
\end{bmatrix}
\]  

(2)

\(dF_x, dF_y, dF_z\) differential cutting force components in the workpiece coordinate
\(dF_t, dF_r, dFa\) differential tangential, radial, axial cutting force
\(\psi\) lag angle in global coordinate, measured from +y-axis CW
\(k\) angle in a vertical plane between a point on the flute and the z-axis

In order to obtain the total cutting forces by this method, it is necessary to determine on the one hand the local cutting conditions and on the other hand the coefficients of cut.

### 4.2 Local cutting condition determination

We developed a model which represents the intersection tool/workpiece like the intersection between a B-Rep surface (discretised tool) and a Z-Map volume (discretised workpiece). We chose to use this model in order to determine the local cutting conditions.

Indeed, the B-Rep representation of the tool already proposes a discretisation of the cutting edges. Our local ‘tools’ are thus the triangles pairs of discretisation of the total tool. The local cutting conditions are given from the ‘erased’ chip volume by the travel of the local or elementary tool for the considered time step.

**Figure 11** Matter removal by an elementary tool of the cutter (see online version for colours)

![Figure 11](image)

Figure 11 illustrates the cutted chip volume (in red) during a rotation step by the travel of the local tool (in blue). Segment AB represents part of an edge of the total tool at the time \(t\) and the segment CD represents this same part of the tool but at next time step \(t + dt\).

Exact equation (1) is approximated within the framework of the developed model by equation (3). The total efforts are obtained by summation of the contributions of the elementary tools \((i)\), after projection in the reference workpiece coordinate [equation (4)].
\[ F_i = K_{tci} \frac{V_{chipi}}{oR(z)\Delta t} + K_{act} s_i \]
\[ F_r = K_{rci} \frac{V_{chipi}}{oR(z)\Delta t} + K_{ act} s_i \]
\[ F_a = K_{aci} \frac{V_{chipi}}{oR(z)\Delta t} + K_{ act} s_i \]

\[ F_{ti}, F_{ri}, F_{ai} \] tangential, radial, and axial elementary \((i)\) tool force

\[ K_{tci}, K_{rci}, K_{rci}, K_{aci}, K_{act} \] cutting coefficients of an elementary \((i)\) tool

\[ V_{chipi} \] chip volume removed by the tool \((i)\) during \(\Delta t\) time step

\[ o \] angular tool speed

\[ R(z) \] tool radius in \(x-y\) plane at a point defined by \(z\)

\[ s_i \] elementary \((i)\) tool, cutting edge length

\[
\begin{bmatrix}
F_x(\theta) \\
F_y(\theta) \\
F_z(\theta)
\end{bmatrix}
= \sum_i
\begin{bmatrix}
-\sin \psi_i \sin k_i & -\cos \psi_i & -\sin \psi_i \cos k_i \\
-\cos \psi_i \sin k_i & \sin \psi_i & -\cos \psi_i \cos k_i \\
\cos k_i & 0 & -\sin k_i
\end{bmatrix}
\begin{bmatrix}
F_{ri} \\
F_u \\
F_{ai}
\end{bmatrix}
\] (4)

\[ F_{ti}, F_{ri}, F_{ai} \] tangential, radial, and axial elementary \((i)\) tool force

\[ F_x, F_y, F_z \] cutting force components in the workpiece coordinate

\[ k_i \] angle in a vertical plane between a point on the flute and the \(z\)-axis

\[ \psi_i \] angular position

**Figure 12** Developed model compared to Altintas’ (2000) results on a ball-end milling case (see online version for colours)
The suggested method for determination of the local cutting conditions is very simple (Z-Map+B-Rep). It is thus possible to evaluate the local cutting conditions for various cutting configurations. Nevertheless, analytical solutions exist for ‘simple’ milling conditions like rectilinear slotting (Altintas, 2000). The developed model results are compared (Figure 12) with those of the reference analytical model developed by Altintas (2000). The studied case is related to a rectilinear ball end slotting at constant cutting parameters. We note that the approximation induced by the developed model represents a weak error compared to the reference model (Figure 12). Let us note that the cutting coefficients used for this comparison are those given by Altintas (2000) experiments: \( K_{tc} = 2172.1 \text{ N/mm}^2, \ K_{rc} = 848.90 \text{ N/mm}^2, \ K_{ae} = -725.07 \text{ N/mm}^2, \ K_{te} = 17.29 \text{ N/mm}, \ K_{re} = 7.79 \text{ N/mm}, \ K_{ae} = -6.63 \text{ N/mm}. \)

4.3 Cutting coefficients identification

The cutting coefficients [equation (1)] are classically determined from many milling tests for which the cutting forces are measured. This approach is known as mechanistic (Altintas, 2000). It permits to obtain very precise results but the determined cutting coefficients are only valid for the considered triplet ‘range, tool, matter’. A simple change like the cutter diameter requires new experimental tests. The predictive character of this approach is thus very limited.

Lee and Altintas (1996) proposed a very interesting alternative to the mechanistic approaches. It permits to determine the cutting coefficients for many cutting conditions only on the basis of orthogonal cutting tests. This approach can be divided into three principal steps summarised here (more precise details can be found in Lee and Altintas, 1996; Altintas, 2000):

- Orthogonal cutting force measurement, cutting and edge force parting, cutting coefficients identification \( K_{tc}, K_{rc} \) and \( K_{ae} \) [equation (5)].

\[
F_t = F_{tc} + F_{te} = K_{tc}b h + K_{te}b \\
F_r = F_{rc} + F_{re} = K_{rc}b h + K_{re}b
\]

\( F_t \) tangential force (orthogonal cutting)  
\( F_r \) radial force (orthogonal cutting)  
\( K_{tc}, K_{rc} \) cutting force coefficient (tangential and radial)  
\( K_{ae} \) edge force coefficient (tangential and radial)  
\( h \) uncut chip thickness (feed in orthogonal cutting, also noticed \( f \))  
\( b \) width of cut (also notices \( w \) in orthogonal cutting)

The cutting forces are supposed to be linearly dependent on the depth of cut (or feed in orthogonal cutting). Edge forces are identified by extrapolation of the measured data for a null depth of cut (\( f = 0 \)).

- Identification of the cutting parameters: primary shear band angle [equation (6)], average shearing in the primary shear band [equation (7)], friction angle [equation (8)].
\[ \phi_i = \arctan \left( \frac{h \cos \alpha_r}{h_c \sin \alpha_r} \right) \]  
\[ \tau_s = \frac{F_{tu} \cos \phi - F_{rc} \sin \phi}{bh} \frac{1}{\sin \phi} \]  
\[ \beta_n = \alpha_r + \arctan \left( \frac{F_{rc}}{F_{tc}} \right) \]

\[ F_t \] \hspace{1em} \text{tangential force (orthogonal cutting)}

\[ F_r \] \hspace{1em} \text{radial force (feed force in orthogonal cutting)}

\[ h \] \hspace{1em} \text{uncut chip thickness (feed in orthogonal cutting)}

\[ h_c \] \hspace{1em} \text{cut chip thickness (mean value)}

\[ b \] \hspace{1em} \text{width of cut}

\[ \alpha_r \] \hspace{1em} \text{rake angle}

\[ \phi_i \] \hspace{1em} \text{primary shear zone angle}

\[ \tau_s \] \hspace{1em} \text{mean shearing in the primary shear band}

\[ \beta_n \] \hspace{1em} \text{friction angle}

- Transformation from orthogonal cutting (2D) to oblique cutting (3D): cutting coefficient identification (9).

\[ K_{tc} = \frac{\tau_s \cos(\beta_n - \alpha_r) + \sin \beta_n \tan^2 i}{\sin \phi_i \sqrt{\cos^2 (\phi_i + \beta_n - \alpha_r) + \sin^2 \beta_n \tan^2 i}} \]

\[ K_{rc} = \frac{\tau_s \sin(\beta_n - \alpha_r)}{\sin \phi_i \cos i \sqrt{\cos^2 (\phi_i + \beta_n - \alpha_r) + \sin^2 \beta_n \tan^2 i}} \]

\[ K_{ic} = \frac{\tau_s \cos(\beta_n - \alpha_r) \tan i - \sin \beta_n \tan^2 i}{\sin \phi_i \sqrt{\cos^2 (\phi_i + \beta_n - \alpha_r) + \sin^2 \beta_n \tan^2 i}} \]

\[ K_{tc}, K_{rc}, K_{ic} \] \hspace{1em} \text{cutting coefficients (tangential, radial and axial)}

\[ \phi_i \] \hspace{1em} \text{primary shear band angle}

\[ \tau_s \] \hspace{1em} \text{mean shear stress in the primary shear band}

\[ \beta_n \] \hspace{1em} \text{normal friction angle (tan} \beta_n = \tan \beta_i \cos i)\]

\[ \alpha_r \] \hspace{1em} \text{rake angle}

\[ i \] \hspace{1em} \text{local helix angle or angle of obliquity}
This cutting coefficients definition is obtained on the basis of following simplifying assumption: the angle of the primary shear band in orthogonal cutting is equal to the angle of the primary shear band of oblique cutting; the normal rake angle is equal to the rake angle of orthogonal cutting; the chip flow angle is equal to the angle of obliquity; average shear stress in the primary shear band and the friction coefficient are identical in the orthogonal case and the oblique case.

4.4 From 2D SPH model to 3D oblique cutting

The identification method of the cutting coefficients which we have just presented is classically based on orthogonal cutting experiments results. We propose to replace these physical tests by numerical tests on the basis of model SPH 2D presented in Section 2.

The principal interest is to avoid the numerous orthogonal cutting tests which are necessary when a large variety of tools is studied. Indeed, cutting forces and chip thickness vary, in particular, according to the geometry of the orthogonal cutting tool (edge radius, rake angle). However, we showed into Section 2 that 2D SPH model permits to correctly take into account the tool geometry effect on the cutting forces. Thus, it seems interesting to replace the experimental phase of the cutting coefficients identification by a numerical SPH phase.

This suggested approach is evaluated in the following via the cutting coefficient identification in the case of aluminium 7075-T6 alloy.

SPH Model was used in order to determine the cutting forces and the chip thickness for 3 different depths of cut (or feed) (Table 3). The JC material model parameters used result from work of Fang and Fronk (2007) (Table 4).

Table 3 Cutting parameters

<table>
<thead>
<tr>
<th>Case</th>
<th>Feed</th>
<th>Rake angle</th>
<th>Edge radius</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>50 μm</td>
<td>0°</td>
<td>20 μm</td>
</tr>
<tr>
<td>2</td>
<td>200 μm</td>
<td>0°</td>
<td>20 μm</td>
</tr>
<tr>
<td>3</td>
<td>250 μm</td>
<td>0°</td>
<td>20 μm</td>
</tr>
</tbody>
</table>

Table 4 JC model parameters

<table>
<thead>
<tr>
<th>A</th>
<th>B</th>
<th>n</th>
<th>C</th>
<th>m</th>
</tr>
</thead>
<tbody>
<tr>
<td>496 MPa</td>
<td>310 MPa</td>
<td>0.3</td>
<td>0.0</td>
<td>1.2</td>
</tr>
</tbody>
</table>

Source: Fang and Fronk (2007)

Obtained SPH Results are gathered in Figure 13. The equations of the linear regression curves represented in grey permits to obtain $K_{te} = 15$ N/mm and $K_{re} = 29$N/mm. $K_{ae}$ is often negligible and fixed at a zero value (Lee and Altintas, 1996). Equations (6), (7) and (8) permit to obtain the Table 5 values.

Equation (9) gives the three cutting coefficients $K_{te}$, $K_{re}$, $K_{ae}$. Let us note that these coefficients vary according to the helix angle ($i$) as illustrated in Figure 14.
Figure 13  Cutting forces predicted by SPH 2D model, $\alpha = 0$, $r = 20 \, \mu m$ AA7075-T6

![Image of Figure 13](image1)

Table 5  Orthogonal cutting characteristic parameters

<table>
<thead>
<tr>
<th>Shear angle $\phi_c$ (°)</th>
<th>Mean shear stress $\tau_s$ (MPa)</th>
<th>Friction angle $\beta_f$ (°)</th>
</tr>
</thead>
<tbody>
<tr>
<td>33.7</td>
<td>375</td>
<td>38.7</td>
</tr>
</tbody>
</table>

Figure 14  Cutting coefficient evolution with helix angle (see online version for colours)
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Validation of the cutting forces 3D model

We validate the proposed approach by comparison to a reference case resulting from Lamikiz et al. (2004) work. This case corresponds to a 7075-T6 aluminium alloy ball-end milling of a slope with a 15° angle (Figure 15). The cutting condition studied is defined by the Table 6. The 3D model results are based on the cutting coefficients determined via the 2D SPH model (Figure 14).

The numerical and experimental results obtained by Lamikiz et al. (2004) are compared with those of the 3D model developed, see Figure 16. We can note that our model permits to obtain comparable results to the Lamikiz model. Maximum obtained error compared to the tests is approximately 25% for the studied case. This one corresponds to the $F_y$ component and we can notice that this error is weaker for the $F_x$ and $F_z$ components.
Let us note that the input data necessary to the implementation of the 3D milling forces calculation are limited to the geometrical definition of the cutter, the machining parameters and the JC material model parameters for considered alloy. The developed approach thus permits to limit in a very important way the quantity of needed tests. It is possible to use this model in order to evaluate the tool geometry influence on the cutting forces. An example concerning the tool radius influence in the case of a plane milling is illustrated in Figure 17. We note that the normal force on the generated surface ($F_z$) is very influenced by the ball-end tool radius. It would be possible to study the influence of each geometrical parameter for a tool family, as well as the influence of the machining conditions. Thus, determining optimum machining conditions could be possible, but that exceeds the framework of this study.
5 Conclusions

The results of the LS-DYNA SPH model were compared with experimental and numerical data. This study shows the relevance of the selected numerical tool. The SPH model is able to predict continuous and shear localised chips. The model also correctly estimates the cutting forces without introducing an adjusting friction parameter. Thus, comparable results compared to machining dedicated codes are obtained.

The SPH 2D cutting model has also been implemented as a helpful tool for understanding chip formation. The meshless nature of the method makes possible to represent a dominating physical phenomenon in the chip formation with strongly worn tool: the metal dead zone.

We also validated a 3D hybrid milling force model that couple our 2D SPH model and a semi-analytical model. This hybrid model permits to study industrial cases without building a 3D large and time consuming numerical model. It could be interesting to include our approach in a machining strategy optimisation study.
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