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Joint Particle Filter and UKF Position Tracking in Severe Non-Line-of-Sight Situations
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Abstract—The performance of localization techniques in a wireless communication system is severely impaired by biases induced in the range and angle measures because of the non-line-of-sight (NLOS) situation, caused by obstacles in the transmitted signal path. However, the knowledge of the line-of-sight (LOS) or NLOS situation for each measure can improve the final accuracy. This paper studies the localization of mobile terminals (MT) based on a Bayesian model for the LOS-NLOS evolution. This Bayesian model does not require having a minimum number of LOS measures at each acquisition. A tracking strategy based on a particle filter (PF) and an unscented Kalman filter (UKF) is used both to estimate the LOS-NLOS situation and the MT kinetic variables (position and speed). The approach shows a remarkable reduction in position error and a high degree of scalability in terms of performance versus complexity.

Index Terms—Non-line-of-sight (NLOS), particle filter, position measurement, Rao–Blackwellization, unscented Kalman filter.

I. INTRODUCTION

GEOGRAPHICAL location in cellular networks has attained quite importance in the recent years [1]. For that purpose, localization using dedicated positioning systems, such as the Global Positioning System (GPS), is receiving an increasing attention in the literature. The localization is a human need and the possibility of developing related value-added services has promoted this field [2], [3]. The enhanced 911 (E911) services requirements [4] have led to the development of reliable localization systems in USA. Phase II of E911 imposes wireless communication systems a stringent location accuracy of 50 m for 67% of cases and 150 m for 95% of cases.

In communication systems, a stringent location accuracy of 50 m is required for public safety services [5]. The enhanced 911 (E911) services requirements [4] have led to the development of reliable localization systems in the USA. Phase II of E911 imposes wireless communication systems a stringent location accuracy of 50 m for 67% of cases and 150 m for 95% of cases.

The authors of the manuscript express their gratitude to the anonymous reviewers for their helpful comments and suggestions. Each measure can improve the final accuracy. This paper studies the localization of mobile terminals (MT) based on a Bayesian model for the LOS-NLOS evolution. This Bayesian model does not require having a minimum number of LOS measures at each acquisition.

A tracking strategy based on a particle filter (PF) and an unscented Kalman filter (UKF) is used both to estimate the LOS-NLOS situation and the MT kinetic variables (position and speed). The approach shows a remarkable reduction in position error and a high degree of scalability in terms of performance versus complexity.

The elements involved in the radio localization are a mobile terminal (MT), which is to be located, and an undetermined number of known position nodes, called in this article anchor nodes (ANs). These ANs can be any transmitter or receiver like a GSM or UMTS base station (BS), a mobile phone, an access point (in wireless LAN) or a satellite (in GPS or Galileo) among others. The localization can be performed at uplink, where the ANs estimate the position from the received MT signals, or downlink, where the MT locates itself from signals transmitted by the ANs (as in GPS navigation). In both cases, the mobile localization is based on parameter estimates like time-of-arrival (TOA), time-difference-of-arrival (TDOA), signal strength (SS), angle-of-arrival (AOA), or others (see [5] for a complete review of the most common localization strategies). It has been theoretically demonstrated that localization based on parameters achieves the same accuracy as localization based on the received signals for the most common localization schemes [6]. The estimation accuracy for these parameters is of vital importance in the position calculation. A terminal tracker proceeds in two steps: 1) estimate some measures from the received signals; 2) use a position calculation function to estimate the MT position from these estimates.

It is well known that the greatest impairment to this estimation is the bias introduced by the non-line-of-sight (NLOS) condition masking all other error contributions when present [7]. It is even sometimes referred to as a killer issue, making corrupted measures useless [8]. In fact, many authors have considered that NLOS contaminated measures are not informative and should be discarded at the position calculation function if no prior information is available [9]. Also in this line, many works have been conducted to detect and discard these measures [10]. However, in real urban scenarios these strategies are not suitable since a high number of measures are contaminated by NLOS biases: normally an MS overhears four or five BSs in a GSM urban scenario. The majority of these BSs are in NLOS [11], thus leaving not enough suitable measures to perform an accurate localization. Another problem that arises is the classification of the line-of-sight (LOS) or NLOS condition. Some works are oriented in determining this condition from the received signal [12]. However, most studies estimate jointly the LOS-NLOS condition and the position at the position calculation function [10]. In this case, misclassification errors lead to an additional source of positioning inaccuracies. When localizing the MT under severe NLOS conditions (understand severe as a high likelihood of having NLOS at each measure) the number of ANs in LOS is not sufficient to apply detection/exclusion strategies. On its turn, it has been demonstrated both theoretically [6] and experimentally [13] that measures contaminated with NLOS are useful if prior knowledge about the NLOS error is available. This paper focuses on the design of a position calculation function that combines a particle filter (PF) with an unscented Kalman filter (UKF) to track not only the MT position but also the LOS-NLOS situation. The rationale
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for the combination of both trackers is the Rao–Backwellization
strategy, which results in a considerable reduction of the com-
putational cost when compared with classical PF solutions, and
higher accuracy when compared with classical Kalman Filter
(KF) solutions.

The paper is organized as follows. Section II reviews the
current NLOS mitigation strategies. Section III states the ob-
jectives and assumptions. Section IV describes the dynamical
model that governs the MT motion, the LOS-NLOS situation
and the measurements. Section V presents two novel localiza-
tion approaches, offering a tradeoff between accuracy and com-
plexity. These approaches are compared to algorithms previ-
ously published in the literature through simulations described
in Section VI. Conclusions are finally drawn in Section VII.

II. NLOS IMPACT MITIGATION STRATEGIES

This section reviews the current strategies for mitigating the
NLOS impact on positioning which have been reported in the
literature. These techniques are classified into different families
for ease of reading.

A. Hypothesis Tests

With the objective of discarding or reducing the influence
of NLOS on the final position estimation, it is possible to de-
fine a hypothesis test to decide which ANs are in LOS, given
some kind of reliability measure. For that purpose, [10] de-
fines a residual as the error between the actual measures and
predicted measures from the estimated position under each hy-
pothesis. The fraction of hypotheses with the highest residual is
discarded. Then a final position is computed as the weighted av-
(average of the estimated positions under the remaining hypotheses
(the weights being inversely proportional to the residual). The
main flaw of this approach is that it does not take advantage
of the fact that the NLOS biases are always positive. This flaw
is alleviated in [14]. The work presented in [15], [16] com-
bines the approach proposed in [10] with a maximum-likelihood
(ML) closed-form solution. An extension to a dynamical loca-
tion framework (where a trellis search is performed over the set
of hypotheses) is presented in [17].

B. Statistical Analysis

The statistical analysis of the observations through time can
improve the detection of NLOS situation. In [8] this information
is used to estimate the bias introduced by the NLOS situation.
It assumes constant bias, a very restrictive assumption that can
only be taken for static MTs. The detection of NLOS using sta-
tistical information (in order to discard biased measures) was
studied in [18]. This statistical information was combined with
generical information in [19]. The ANs closer to the MT are
considered more likely to be in LOS. The NLOS situation leads
to a higher position estimation variance. Through the computa-
tion of prediction and observation errors, it is possible to discern
between both situations [20], [21].

C. LOS-NLOS Tracking

The LOS-NLOS situation can be tracked to adapt the posi-
tion estimator to this condition. A convenient method for that
purpose is to track the bias introduced by NLOS situations. For
a static MT, this bias can be considered as constant [8]. On the
other hand, considering the bias as a random walk [22] makes
it possible to track non-static MTs. Following this strategy, [23]
estimates which measures are in NLOS prior to estimate the bias
and [24], [25] uses a PF to track which measures incur a bias
change. The LOS-NLOS situation can also be tracked by being
modeled as a Markov process as in [21], [26].

D. Noise Models

All the works of this family are based on modeling the ob-
ervation noise in a different fashion depending on the LOS-
NLOS situation. One possibility is to consider that the obser-
vation noise variance and bias increases with NLOS condition
[20], [23], [26]. In [27], a position estimator is developed con-
sidering Gaussian noise for LOS cases and exponential noise
for NLOS cases. In [14], the idea of [10] is developed to discard
all NLOS measures. If there are not enough LOS measures, the
NLOS measures with less residual are included in the observa-
tion vector, but assuming they are contaminated by an asym-
metric Gaussian noise.

E. Robust Parameter Estimation

This family of NLOS mitigation strategies is based on ob-
taining more information from the received signal using quality
measures or directly estimating a reduced bias parameter. In
[12] and [28], a scattering model is developed in order to iden-
tify the origin of scatter, which is directly related to the MT po-
position. The TOA are estimated from the received signal as well
as the multiple arrivals associated to multipath. Comparing the
multipath distribution with the scattering model, one can infer
the unbiased TOA. However, this approach is difficult to apply
in practice because of the computational complexity resulting
from the determination of all arrival times.

At GPS, most NLOS mitigation techniques consist of making
the receiver estimation of the satellite signal propagation delays
more robust to the presence of a NLOS delayed replica. For
that purpose, new discriminator functions have been introduced
such as for instance the Strobe and Enge correlator [29]. As
an alternative, one can directly detect the measurement biases
induced by multipath while solving the navigation problem. For
that purpose, classical integrity monitoring techniques such as
the multiple solution separation algorithm [30] can be applied
even if they are first intended to satellite failure detection and
identification. The main drawback of such techniques is that the
biased parameters are excluded.

F. Our Contribution

The approaches presented in this paper share some charac-
teristics with previous strategies. A hypothesis test, a statistical
analysis and an LOS-NLOS tracking are inherent to the pro-
posed PF. The idea of modeling the noise distributions differ-
ently under LOS-NLOS situations is also investigated. Finally,
the proposed strategies could also be included among the robust
parameter estimation techniques because of the use of quality
measures. In addition, the proposed approaches take advantage
of previously proposed strategies to cope with the NLOS ef-
effects. Using a Bayesian model, they fully exploit the LOS and
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NLOS measurements and hence are able to perform satisfactorily on realistic scenarios. More precisely, they can be used in situations where not enough LOS measures are available, while maintaining an affordable computational complexity.

III. GENERAL ASSUMPTIONS

The objective of this paper is to estimate the position of an MT using $N$ measures originated from $B$ ANs. Note that $N$ and $B$ are not necessarily equal since one AN may provide more than one measure, e.g., TOA and AOA, or one measure may come from two ANs, e.g., TDOA. The proposed scenario can be a mobile cellular network, a GPS (in this case only TOA measurements are available) or any radio system (like wireless or sensor networks). This includes hybrid systems, like an UMTS mobile phone equipped with a GPS, using both signals for self-localization. The proposed problem formulation is appropriate for uplink measures (at the ANs) or downlink measures (at the MT, using signals transmitted from the ANs). The measures can be TOA, relative TOA (RTOA) (also known as pseudo TOA or pseudoranges), uncorrelated TDOA or AOA. The correlated TDOA [31] are not considered in this paper since a better accuracy can be achieved when tracking using RTOA as demonstrated in Appendix A. The phase between antennas is considered for AOA-based positioning instead of the geometric angle of arrival because the noise is independent from the phase, but not from the angle of arrival. It is straightforward to extend the proposed approaches to other types of measures provided the observation noise is additive. Also, additional measures from sensors external to the system (such as an MT mounted inertimeter) can be considered.

The ANs can be reasonably assumed to be perfectly synchronized. Indeed GPS satellites are synchronized. Moreover, GSM and UMTS cellular networks with enhanced observation time difference or observed TDOA localization schemes are provided with some synchronization between ANs [5]. This paper covers two possibilities for MT synchronization. In the first one, the MT is synchronized with the AN network. In the second one, the most common, the MT clock reference is different from the ANs, meaning that a clock skew can exist between the MT and the ANs. Since the quartz clocks currently inside handhelds are imprecise for localization purposes, a clock drift will be present causing the clock skew to evolve over time.

Finally, we assume that signal quality measures are available at the receiver. These quality measures include signal-to-interference-and-noise ratio (SINR) or delay spread, and a prior probability of how they are related to the LOS-NLOS situation. This information can be obtained from a measurement campaign. For instance, a campaign performed in Barcelona (Spain) showed experimentally a correlation between the delay spread and the LOS-NLOS situation. The resulting delay spread distributions are depicted in Fig. 6. The considered scenario is urban resulting in high probability of NLOS, and does not assume a minimum number of ANs in LOS.

With the aim of avoiding the light speed factor in the equations light meter (lm) is used as time unit, where one lm is the time it takes to the light to travel one meter:

$$1 \text{lm} = \frac{1}{c} s_t$$  \hspace{1cm} (1)

IV. MODEL

The system can be modeled using a Bayesian framework with the classical state $f$ and observation $g$ functions

$$\begin{align*}
\dot{x}_t &= f(x_{t-1}, u_t) \\
\dot{y}_t &= g(x_t, u_t)
\end{align*}$$

where $x_t$ is the state vector, $\dot{y}_t$ is the observation vector, and $u_t$ and $n_t$ are noises. A deeper analysis of the functions $f$ and $g$ reveals that they are composed of both linear and nonlinear parts. With the aim of tracking the linear and nonlinear variables separately, the nonlinear parameters can be marginalized out yielding the following equations:

$$\begin{align*}
x_t &= f(x_{t-1}, u_t) \\
\dot{y}_t &= g(x_t, u_t, n_t) \quad \theta_t = b(s_t, w_t)
\end{align*}$$  \hspace{1cm} (2)

where the left-hand side equations are the state $f(\cdot)$ and observation $g(\cdot)$ of the kinetics variables stacked in the vector $x_t$, $y_t$ are the observations related to $x_t$ which also depend on the LOS-NLOS situation $s_t$. The right-hand side equations are the state $b(\cdot)$ and observation $l(\cdot)$ of the LOS-NLOS situation $s_t$, $\theta_t$ are the observations related to $s_t$, $u_t$, $n_t$, $v_t$, and $w_t$ are noises. The detailed definitions of the terms involved in (3) are provided below.

A. State Evolution and Observations

Since the kinetic state equation is linear, the state and observation equations resulting from (3) can be written as

$$\begin{align*}
x_t &= Fx_{t-1} + u_t \\
y_t &= g(x_t) + n_t, s_t
\end{align*}$$  \hspace{1cm} (4)

where $x_t$ is the state vector containing the position and the velocity. Depending on the considered localization scheme, the state vector may also contain the clock skew between MT and ANs and its derivative

$$\begin{align*}
x_t &= \begin{bmatrix} p_t^T & \dot{p}_t^T \end{bmatrix}^T \quad \text{Synchronized MT} \\
x_t &= \begin{bmatrix} p_t^T & \tau_t & \dot{p}_t^T & \dot{\tau}_t \end{bmatrix}^T \quad \text{Unsynchronized MT}
\end{align*}$$

where $p_t$ and $\tau_t$ stand for the position and clock skew, respectively, and the upper dot stands for derivative with respect to time. The position can be two or three dimensional and is expressed in Cartesian coordinates.

The additive noise $u_t$ is zero-mean Gaussian with covariance matrix $Q_u$ defined as follows:

$$Q_u = \begin{bmatrix} 0 & 0 \\
0 & \Delta \tau_t^2 I
\end{bmatrix} \quad \text{Synchronized MT}$$

$$Q_u = \begin{bmatrix} 0 & 0 & 0 \\
0 & \Delta \tau_t^2 I & 0 \\
0 & 0 & \Delta \tau_t^2
\end{bmatrix} \quad \text{Unsynchronized MT}$$

where $\Delta t$ is the time interval between acquisitions, and $\sigma_w^2$ and $\sigma^2_n$ are the variances of speed and clock skew. The transition matrix $F$ is defined as:

$$F = \begin{bmatrix} I & \Delta t I \\
0 & I
\end{bmatrix}$$

where the number of columns of $I$ is half the length of $x_t$. The vector $y_t$ contains the set of $N$ measurements obtained from the $B$ ANs and $g(x_t)$ is the ideal noise free measurement whose
has a probability density function (pdf) depending on the vector \( \mathbf{q} \). The random variable \( \mathbf{q} \) is modeled as evolving in time following a first-order Markov process (MP). Fig. 3 shows the possible transitions of this MP and the corresponding probabilities

\[
\begin{align*}
\Pr(L\leftarrow L) &= p(s_{i,t} = 0 | s_{i,t-1} = 0) \\
\Pr(N\leftarrow L) &= p(s_{i,t} = 1 | s_{i,t-1} = 0) \\
\Pr(N\leftarrow N) &= p(s_{i,t} = 0 | s_{i,t-1} = 1) \\
\Pr(N\leftarrow N) &= p(s_{i,t} = 1 | s_{i,t-1} = 1).
\end{align*}
\]  

(8)

The components of the vector \( \mathbf{s}_t \) are assumed to be mutually independent

\[
\Pr(\mathbf{s}_t | \mathbf{s}_{t-1}) = \prod_{i=1}^{B} p(s_{i,t} | s_{i,t-1}). 
\]  

(9)

Let us assume that these probabilities are related to the MT transversal speed, i.e., the LOS-NLOS situation does not change when moving towards or away from the ANs. The transversal speed of an MT related to AN \( i \) is defined as

\[
\mathcal{V}_{t,i} = \frac{\mathbf{p}_t - \mathbf{q}_i}{||\mathbf{p}_t - \mathbf{q}_i||}.
\]  

(10)

which is the difference between \( \mathbf{p}_t \) and its projection on \( \mathbf{p}_t - \mathbf{q}_i \), where \( \mathbf{p}_t \) is the MT position, \( \mathbf{p}_t \) is its velocity, and \( \mathbf{q}_i \) denotes the \( i \)th AN position. The definition of the transversal speed is illustrated in Fig. 4.

It is possible to evaluate the time of remaining in a given state from the transition probabilities (8). Indeed, for an MT in NLOS situation, the probability of remaining \( k \) consecutive time instants in NLOS for AN \( i \) is

\[
\Pr(\mathbf{A}|\text{NLOS}) = p_{NL}(1 - p_{NL})^k.
\]  

(11)

### Table I

**Ideal Observation Functions**

<table>
<thead>
<tr>
<th>Measure</th>
<th>( g_i(x_i) )</th>
</tr>
</thead>
<tbody>
<tr>
<td>TOA</td>
<td>(</td>
</tr>
<tr>
<td>RTOA</td>
<td>(</td>
</tr>
<tr>
<td>TDOA</td>
<td>( \psi(\mathcal{A}(\mathbf{q}_i - \mathbf{p}_i)) )</td>
</tr>
<tr>
<td>AOA</td>
<td>( \psi(\mathcal{A}(\mathbf{q}_i - \mathbf{p}_i)) )</td>
</tr>
</tbody>
</table>

For TOA and RTOA measures, it is considered that the transmission time has been subtracted, so they represent the trip time. The TDOA is only considered for the uncorrelated case, since the correlated one is treated as RTOA measures (see Appendix A). \( \mathbf{q}_i \), \( \mathbf{q}_{i+1} \), and \( \mathbf{q}_{i+2} \) are the positions of the AN associated with the \( i \)th measurement. \( \mathcal{A}(\cdot) \) stands for the angle of the vector and \( \psi(\cdot) \) is a function that obtains the electric phase from the geometric angle and depends of the array geometry.

![Fig. 1. Example of observation noise pdf depending of the LOS-NLOS situation for TOA and RTOA measures.](image)

Fig. 1. Example of observation noise pdf depending of the LOS-NLOS situation for TOA and RTOA measures.
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Fig. 2. Example of observation noise pdf for TDOA measures.
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Fig. 3. Description of the states and transition probabilities for the situation MP.

![Fig. 4. Graphical definition of transversal speed \( \mathcal{V}_{t,i} \).](image)

Fig. 4. Graphical definition of transversal speed \( \mathcal{V}_{t,i} \).
Let us define \( n_{\text{NLOS}} \) as the number of consecutive time instants a terminal remains in NLOS and \( I_{\text{NLOS}} \) as the distance traveled by the MT in this interval (\( n_{\text{LOS}} \) and \( I_{\text{LOS}} \) denote the same quantities for the LOS case). The average of \( n_{\text{NLOS}} \) is given by

\[
E\{n_{\text{NLOS}}\} = \sum_{k=0}^{\infty} kp(k|\text{NLOS}) = \frac{1 - p_{\text{NL}}}{p_{\text{NL}}}. \quad (12)
\]

Note that the duration of remaining in NLOS situation (in light meters) is related to the length of the NLOS state (in meters) through the MT transversal speed \( \overline{v} \) via

\[
n_{\text{NLOS}} \Delta t = I_{\text{NLOS}} \frac{\Delta t}{\overline{v}} \quad (13)
\]

where \( \Delta t \) is the reference time interval at which transitions may occur (typically the sampling period of measures). Combining (12) with (13) yields

\[
p_{\text{NL}} = \frac{\overline{v} \Delta t}{\overline{v} \Delta t + E\{I_{\text{NLOS}}\}} \quad (14)
\]

a probability which is clearly time-varying as the speed changes with time. Analogously, the set of transition probabilities can be expressed as

\[
\begin{align*}
    p_{\text{LL}} &= \frac{E\{I_{\text{LOS}}\}}{E\{I_{\text{LOS}}\} + \overline{v} \Delta t + E\{I_{\text{NLOS}}\}} \\
    p_{\text{LN}} &= \frac{\overline{v} \Delta t}{E\{I_{\text{LOS}}\} + \overline{v} \Delta t + E\{I_{\text{NLOS}}\}} \\
    p_{\text{NL}} &= \frac{E\{I_{\text{NLOS}}\}}{E\{I_{\text{LOS}}\} + \overline{v} \Delta t + E\{I_{\text{NLOS}}\}} \\
    p_{\text{NN}} &= \frac{E\{I_{\text{NLOS}}\}}{E\{I_{\text{LOS}}\} + \overline{v} \Delta t + E\{I_{\text{NLOS}}\}}.
\end{align*}
\]

Therefore, if this model is used in a positioning environment, the average length (in meters) of the LOS and NLOS situations (\( E\{I_{\text{LOS}}\} \) and \( E\{I_{\text{NLOS}}\} \), respectively) are sufficient to characterize the environment (rural, suburban, urban, etc.). These average values should be determined for instance from a previous field campaign.

Note that the proposed model is valid only if \( \overline{v} \Delta t \ll E\{I_{\text{LOS}}, I_{\text{NLOS}}\} \), i.e., when the probability of two transitions in one time interval is close to zero. Conversely, for \( \overline{v} \Delta t \gg E\{I_{\text{LOS}}, I_{\text{NLOS}}\} \), \( p_{\text{NL}} \approx 1 \), according to (15), which is obviously not satisfactory. Therefore, we need to generalize the model to high speeds or large sampling intervals. In particular, more than one transition inside a time interval has to be considered, requiring defining new transition probabilities. The transitions between LOS and NLOS situations (with probabilities \( p_{\text{LN}} \) and \( p_{\text{NL}} \)) are assumed instantaneous, and so, do not consume any time. Staying in the same situation (with probabilities \( p_{\text{LL}} \) and \( p_{\text{NN}} \)) is considered as a time transition consuming one time interval. Thus, each time interval is composed of an undetermined number of situation changes (\( p_{\text{LN}} \) and \( p_{\text{NL}} \)) and one time transition (\( p_{\text{LL}} \) and \( p_{\text{NN}} \)). A new set of probabilities consuming one time interval is therefore defined analogously to (8)

\[
\begin{align*}
    p'_{\text{LL}} = p(s_{i,t} = 0|s_{i,t-1} = 0) \\
    p'_{\text{LN}} = p(s_{i,t} = 1|s_{i,t-1} = 0) \\
    p'_{\text{NL}} = p(s_{i,t} = 0|s_{i,t-1} = 1) \\
    p'_{\text{NN}} = p(s_{i,t} = 1|s_{i,t-1} = 1).
\end{align*}
\]

All these probabilities are graphically illustrated in Fig. 5 and their expressions are summarized as follows:

\[
\begin{align*}
    p'_{\text{LL}} &= p_{\text{LL}} \rho \\
    p'_{\text{LN}} &= p_{\text{LN}} p_{\text{NL}} \rho \\
    p'_{\text{NL}} &= p_{\text{NL}} p_{\text{NN}} \\
    p'_{\text{NN}} &= p_{\text{NN}} \rho \\
    \rho &= \frac{1}{1 - p_{\text{NL}}} \sum_{i=0}^{\infty} \left( p_{\text{LN}} p_{\text{NL}} \rho \right)^i.
\end{align*}
\]

Note that \( \rho \) is not a probability. The transition probabilities in (17) reduce to (15) for \( \overline{v} \Delta t \gg E\{I_{\text{LOS}}, I_{\text{NLOS}}\} \). Conversely, for \( \overline{v} \Delta t \ll E\{I_{\text{LOS}}, I_{\text{NLOS}}\} \), the transition probabilities can be written

\[
\begin{align*}
    p'_{\text{LL}} &= p_{\text{LL}} = \frac{E\{I_{\text{LOS}}\}}{E\{I_{\text{LOS}}\} + E\{I_{\text{NLOS}}\}} \\
    p'_{\text{LN}} &= p_{\text{LN}} = \frac{E\{I_{\text{LOS}}\}}{E\{I_{\text{LOS}}\} + E\{I_{\text{NLOS}}\}} \\
    p'_{\text{NL}} &= p_{\text{NL}} = \frac{E\{I_{\text{NLOS}}\}}{E\{I_{\text{LOS}}\} + E\{I_{\text{NLOS}}\}} \\
    p'_{\text{NN}} &= p_{\text{NN}} = \frac{E\{I_{\text{NLOS}}\}}{E\{I_{\text{LOS}}\} + E\{I_{\text{NLOS}}\}}.
\end{align*}
\]

where \( p_{\text{LL}} \) and \( p_{\text{NN}} \) are the probabilities obtained when no information about previous states is available (i.e., initial probabilities or without memory). In this last case, the tracking of the LOS-NLOS is completely useless. In order to avoid this problem, the selected value for \( \Delta t \) must satisfy \( \Delta t \ll \min\{E\{I_{\text{LOS}}\}, E\{I_{\text{NLOS}}\}\}/v_{\text{max}} \), where \( v_{\text{max}} \) is the maximum MT speed.

C. Situation Observations

In parallel to the TOA measures, the proposed algorithm uses signal quality measures \( oz \) that are somehow related to the LOS-NLOS situation. Some possible quality measures include SINR, delay spread, relation between expected and received power or geographical mapping. However, it is necessary to make the relationship between the observations and the situation vector explicit, i.e., to know \( p(o|z) \). This knowledge can be obtained through a measurement campaign or by using some kind of adaptive strategy like the Baum–Welch algorithm [32]. A delay spread indicator (an example of situation observation) was obtained by the authors in [21] from a measurement campaign using real data. In this context, the delay spread indicator is determined as the relation between the signal to interference and noise ratio (SINR) of the detected incoming signal (the first arrival) and the SINR at the RAKE receiver. Equivalently, this indicator provides a relation between the power of the first arrival and the total received signal power, and thus a measure of multipath importance. We therefore assume that LOS situations correspond to an indicator value which is close to 1, whereas
and the situation vector from the observations. The PF and UKF used in this paper are can be achieved is present in and conditionally upon the possible values of so as to benefit from observation function to the state and adding a noise whose sta-
quality measures, only depend on the situation (LOS or NLOS).

The other observations are obtained as a result of applying an two different sets ANs according to an MP. The MT kinetics and clock skew (the situation for each AN evolves independently from the other system structure. The second algorithm, referred to as improved strategies are proposed in accordance with the jump Markov the computational complexity. In addition, efficient sampling algorithms is known as Rao–Blackwellized particle filter (RBPF) and has been shown to decrease the variance of the estimates. Although model (4) is nonlinear, a similar approach can be applied by using a UKF in place of the classical KF [13].

In the following, we describe two original algorithms to solve the localization issue in an NLOS environment. The first one is the RBPF whose steps have been reordered to decrease the computational complexity. In addition, efficient sampling strategies are proposed in accordance with the jump Markov system structure. The second algorithm, referred to as improved UKF (IUKF), assumes the LOS–NLOS situation only depends on the quality measures. In this way, the estimations of the kinetic states \( \mathbf{x}_t \) and the situation vector \( \mathbf{s}_t \) can be achieved separately. This method exhibits a lower computational complexity at the expense of reduced estimation accuracy.

In order to implement the proposed approaches some prior information is needed for the positioning system. The required priors are summarized in Table II.

### V. ESTIMATION METHOD

We propose a Bayesian approach to estimate both the kinetic state vector \( \mathbf{x}_t \) and the situation vector \( \mathbf{s}_t \) from the observations \( \mathbf{y}_{1:t} \) and quality measures \( \mathbf{o}_{1:t} \) so as to benefit from prior information on the unknown parameters. In this framework, all inference is based on the posterior distribution \( p(\mathbf{x}_t, \mathbf{s}_t | \mathbf{y}_{1:t}, \mathbf{o}_{1:t}) \).

**A. The RBPF**

An RBPF can be used when the state space model is linear Gaussian or almost linear Gaussian assuming a part of the state vector is known. For the problem at hand, the posterior distribution of interest can be factorized according to Bayes’ rule

\[
p(\mathbf{x}_t, \mathbf{s}_t | \mathbf{y}_{1:t}, \mathbf{o}_{1:t}) = p(\mathbf{x}_t | \mathbf{s}_t, \mathbf{y}_{1:t}) p(\mathbf{s}_t | \mathbf{y}_{1:t}, \mathbf{o}_{1:t})
\]

(19)

Note that all the information about \( \mathbf{s}_t \) and \( \mathbf{x}_t \) is present in the posterior (19). According to this expression, the distribution \( p(\mathbf{x}_t | \mathbf{y}_{1:t}, \mathbf{s}_t) \) can be estimated by an EKF or a UKF, the latter being the strategy favored in this paper. The proposed RBPF algorithm thus combines a PF to generate samples according to \( p(\mathbf{s}_t | \mathbf{y}_{1:t}, \mathbf{o}_{1:t}) \) and a bank of UKF’s to compute estimates of the kinetic states \( \mathbf{x}_t \) conditionally upon the possible values of the situation vector \( \mathbf{s}_t \). The PF and UKF used in this paper are classical (the reader is invited to consult [30], [31], [37], and[38]

![Fig. 6. PDF of the delay spread indicator conditional upon the LOS and NLOS situation for the associated BS (obtained empirically from real data).](Image)

![Fig. 7. State and situation model schematic.](Image)

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \sigma^2_v )</td>
<td>Variance of speed</td>
</tr>
<tr>
<td>( \sigma^2_c )</td>
<td>Variance of clock skew</td>
</tr>
<tr>
<td>( g(\cdot) )</td>
<td>Observation function</td>
</tr>
<tr>
<td>( p(\mathbf{o}</td>
<td>\mathbf{s}) )</td>
</tr>
<tr>
<td>( E {L_{LOS}}, E {L_{NLOS}} )</td>
<td>Mean distance travelled between situation changes</td>
</tr>
<tr>
<td>( p(\mathbf{o}</td>
<td>\mathbf{s}) )</td>
</tr>
</tbody>
</table>

**TABLE II**

**PARAMETERS REQUIRED TO CHARACTERIZE THE MODEL**

As the system model is highly nonlinear, PF’s offer a convenient solution to this estimation problem as previously observed in [33] and [34]. In [35], linear systems whose parameters evolve according to a Markov chain are described as jump Markov linear systems and an efficient simulation-based algorithm is developed to recursively compute state estimates. This approach takes advantage of the fact that the model is conditionally linear Gaussian to solve analytically a part of the estimation problem. More precisely, only the Markov chain state is estimated by a PF, whereas the system state estimates are obtained by a KF. This algorithm is known as Rao–Blackwellized particle filter (RBPF) and has been shown to decrease the variance of the estimates.

The parameters required to characterize the model are given in Table II.
for more details). The main steps required for the PF and UKF implementations are briefly recalled hereafter.

1) PF Estimation of the Situation Vector Distribution: PF are sequential techniques to deal with nonlinear and/or non-Gaussian problems that compute recursively a Monte Carlo approximation of the distribution of interest in the form

\[ \hat{p}(s_{1:t} | y_{1:t}, o_{1:t}) = \sum_{i=1}^{M} \omega_{t}^{(i)} \delta \left( s_{1:t} - s_{1:t}^{(i)} \right) \]  \hspace{1cm} (20)

where \( \delta(\cdot) \) is the Dirac delta function and the support points \( s_{1:t}^{(i)} \), with associated weights \( \omega_{t}^{(i)} \), are called particles. They are classically obtained by simulation according to the sequential importance sampling (SIS) technique whose principle is briefly recalled below. Ideally, the particles should be distributed according to the distribution of interest \( p(s_{1:t} | y_{1:t}, o_{1:t}) \). However, since it is usually impossible to sample according to this distribution, particles are propagated sequentially according to a proposal distribution \( \pi(\cdot) \). The importance weights \( \omega_{t}^{(i)} \) act as a correction for the discrepancy between \( p(\cdot) \) and \( \pi(\cdot) \).

\[ \omega_{t}^{(i)} \propto \frac{p(s_{1:t}^{(i)} | y_{1:t}, o_{1:t})}{\pi(s_{1:t}^{(i)} | y_{1:t}, o_{1:t})}, \]  \hspace{1cm} (21)

The choice of the proposal distribution is crucial for an efficient implementation of the PF. However, since \( s_{t} \) takes values in a finite set, the most efficient strategy consists of directly exploring all the possible values of the situation vector. This results in a so-called deterministic PF presented for instance in [36]. Suppose that, at time \( t \), the approximation of the posterior distribution is

\[ \hat{p}(s_{1:t-1} | y_{1:t-1}, o_{1:t-1}) = \sum_{i=1}^{M} \omega_{t-1}^{(i)} \delta \left( s_{1:t-1} - s_{1:t-1}^{(i)} \right), \]  \hspace{1cm} (22)

Since the number of possible offspring per particle amounts to \( 2^B \), this approximation can be updated in an exhaustive manner as follows:

\[ \hat{p}(s_{1:t} | y_{1:t}, o_{1:t}) = \sum_{i=1}^{M} \sum_{k=1}^{2^B} \omega_{t}^{(i,k)} \delta \left( s_{1:t} - s_{1:t}^{(i,k)} \right) \]  \hspace{1cm} (23)

where \( s_{1:t}^{(i,k)} = \{ s_{1:t-1}^{(i)}, s_{1:t}^{(k)} \} \) and \( s_{1:t}^{(k)} \) stands for the \( k \)th possible value of the situation vector. In this case, the importance weights are directly proportional to the posterior distribution of the particles

\[ \omega_{t}^{(i,k)} \propto p \left( s_{1:t}^{(i,k)} | y_{1:t}, o_{1:t} \right). \]  \hspace{1cm} (24)

As a result, they can be factorized as follows:

\[ \omega_{t}^{(i,k)} \propto \omega_{t-1}^{(i,k)} p \left( s_{1:t}^{(i,k)} | y_{1:t}, o_{1:t} \right) \times p \left( y_{t} | s_{1:t}^{(i,k)} \right) p \left( o_{t} | s_{1:t}^{(i,k)} \right). \]  \hspace{1cm} (25)

In this equation, the likelihood \( p \left( y_{t} | s_{1:t}^{(i,k)}, y_{1:t-1} \right) \) is obtained from the UKF associated to particle \( s_{1:t}^{(i,k)} \). This approach has the advantage of not discarding any information. However, the number of particles is multiplied by \( 2^B \) at each step of the algorithm. In order to prevent an exponential increase of the computational complexity, a selection step must be applied. The easiest solution consists of maintaining only the \( M \) particles with the highest importance weights. More elaborated approaches can be implemented as detailed later.

2) Estimation of the Kinetic States: Even for a known \( s_{1:t} \), the system model (4) is nonlinear and possibly non-Gaussian in NLOS condition. Consequently, a standard KF cannot be applied to estimate the unknown state vector. The EKF [37], which is based on a first-order approximation of the nonlinearities, is classically used in this context [23], [33]. However, this algorithm is known to experience divergence when the state model is not accurate enough. Lately, the UKF was presented [39] as an alternative which yields more accurate state estimates than the EKF with a similar computational cost. As the UKF, the UKF provides a Gaussian approximation of the posterior pdf of the state vector given the measurements

\[ \hat{p} \left( x_{t-1}^{(i,k)} | s_{1:t-1}^{(i,k)}, y_{1:t-1} \right) = N \left( x_{t-1}^{(i,k)}, \Sigma_{x_{t-1}^{(i,k)}}^{(i,k)} \right) \]  \hspace{1cm} (26)

where:

- \( x_{t}^{(i,k)} = E \left[ x_{t} | p \left( s_{1:t}^{(i,k)}, y_{1:t} \right) \right] \) is the state estimate;
- \( Q_{x_{t}^{(i,k)}}^{(i,k)} \) is the covariance matrix of the UKF estimation error.

Contrary to EKF, UKF does not perform any approximation on the state space model but directly estimates the state distribution using the Unscented Transformation (UT). The UT is a deterministic sampling method to characterize a random variable which undergoes a nonlinear transformation. The UT represents the distribution of the random variable by a set of sigma points chosen deterministically. These sigma points can be propagated through the nonlinear function and therefore can be used to capture the statistics of the output. There are several strategies to spread the sigma points. This paper uses the classical algorithm initially proposed in [40], [41] and recalled in Appendix B.

In the considered system, the UKF vector is composed not only of the kinetic states \( x_{t} \) but also of the measurement noise vector \( n_{t} \). The estimation uses the UT proposed in [40], [41] and recalled in Appendix B.
TABLE III

**UKF ALGORITHM FOR RB APPROACH**

- Calculate the sigma set:
  \[ \{ \chi_{i}^{0}, J_{i}, Q_{i}^{0} \} \rightarrow \chi_{i+1}^{0} \]

- Predict the state:
  \[ X_{0|0}^{0} = FX_{0}^{0} + U \]
  \[ X_{0|0}^{0} \rightarrow \chi_{0|0} \]

- Predict the observation
  \[ Y_{0|0} = g(X_{0}^{0}) + N_{0} \]
  \[ Y_{0|0} \rightarrow \chi_{0|0} \]

- Obtain the Kalman Gain Matrix
  \[ K_{0}^{0} = Q_{0}^{0} X_{0|0}^{0}^{-1} \]
  \[ x_{0}^{0} = x_{0}^{0} - K_{0}^{0} (y_{0} - y_{0}^{0}) \]
  \[ Q_{0}^{0} = Q_{0}^{0} - K_{0}^{0} Q_{0|0}^{0} K_{0}^{0}^{-1} \]

- Compute the probability of observation
  \[ g(X_{0}^{0}) \rightarrow \chi_{0|0} \]
  \[ p(y_{i}, s_{i}^{0}, y_{i-1}) = p(y_{i}, s_{i}^{0}, y_{i-1}) \]

The state estimate can thus be computed as the weighted average of the UKF outputs

\[ \tilde{x}_{t} = \sum_{k=1}^{2^{B}} \sum_{l=1}^{M} \omega_{k}^{l} \chi_{k|l} \]  

(28)

3) **Resampling:** Once the UKFs have been run, it is possible to update the weights according to (25). In order to reduce the number of particles from \( M \times 2^{B} \) to \( M \), a straightforward solution would consist of preserving only the \( M \) particles with the most significant weight. This choice leads to particle degeneration, a situation where most of the particles carry the same information. A strategy is proposed instead, based on merging, which take advantage of the discrete of the situation vector. Suppose some particles have the same LOS or NLOS current situation and exhibit similar values for the kinetic vector \( x_{t} \). They do not bring additional information one from another, hence it suffices to maintain one of them, preferably the one with the highest weight. Consequently, before selecting the most likely particles, we introduce a merging step whose principle is described below.

The following distance is used to determine how close to each other two particles are:

\[ d(s_{1|t}, s_{2|t}) = \begin{cases} ||x_{1}(s_{1}) - x_{2}(s_{2})|| & \text{if } s_{1} = s_{2} \\ \infty & \text{if } s_{1} \neq s_{2} \end{cases} \]

(29)

where the standard \( L^{2} \) norm \( || \cdot || \) has been used. Note however that any weighted norm might also be applied since all components of \( x_{t} \) are expressed in similar units (m, m/s and lm). If the distance between two particles is lower than an appropriate threshold \( d_{\text{min}} \), the weights are recomputed as:

\[ \omega_{k}^{(a)} \rightarrow \omega_{k}^{(a)} + \omega_{k}^{(b)} \]
\[ \omega_{k}^{(b)} \rightarrow 0 \]

(30)

which is equivalent to delete particle \( b \) and add its weight to particle \( a \). This approach consists of forgetting the past and favoring the latest value of the situation vector in a similar manner as the selection step of the interacting multiple model algorithm [42]. The optimal threshold value depends on the situation transition probabilities, observation noise and number of particles. Lower values of the threshold reduce the protection against degeneration. A side effect of particle degeneration is to decide about the current situation at an early stage, thus increasing the probability of error in the classification. Also, a reduced number of particles increase the impairments of degeneracy. Otherwise, high values of the threshold (of the order of the minimum variance of the estimator output) degrade the accuracy, since the target density function is not well approximated by the PF. Experimentally, as a rule of thumb, we have observed that an appropriate value of \( d_{\text{min}} \) is

\[ d_{\text{min}} \approx \frac{\sigma^{2}_{||P-P||}}{10M} \]

(31)

where \( \sigma^{2}_{||P-P||} \) is the variance of the position estimator and \( M \) the number of particles. Bigger values of \( \sigma^{2}_{||P-P||} \) increase the threshold and reduce particle degeneration. Lower values decrease the threshold and increase accuracy. Moreover, the higher the number of particles \( M \), the greater protection to degeneration. Once this merging rule has been applied to the complete set of particle, a classical pruning is carried out to obtain a set of \( M \) particles corresponding to the ones with the highest weights. The complete RBPF iteration is summarized in Table IV.

**TABLE IV**

**RBPF ITERATION**

- Propagate \( S_{i-1} \) to \( S'_{i} \), where each particle is propagated to cover all possible cases of \( s_{i} \):
  \[ S_{i-1} = \{ s_{i} \} S_{i} \]

- Run an UKF for each particle
  \[ \chi_{i|0},Q_{i|0}^{0},s_{i}^{0} \rightarrow \chi_{i|0},Q_{i|0}^{0},p(y_{i},s_{i}^{0},y_{i-1}) \] (IV.1)

- Update the weights
  \[ a_{i}^{(a)} = a_{i}^{(a)} p(y_{i}|s_{i}^{0},y_{i-1})p(a_{i}|s_{i}^{0}) \]

- Merge and select particles
  \[ S_{i|1} \rightarrow S_{i} \]

B. **Reordered RBPF**

The RBPF presented above needs the running of \( M \times 2^{B} \) UKF to complete a recursion and propagates \( M \) particles to the next time step. It is possible to reduce the number of UKF down to \( M \) by simply reordering the RBPF steps, at the cost of a somewhat less relevant resampling. Prior to the UKF step (IV.1), it is possible to make use of the information brought by the quality
measures to partially update the weights of the new particles according to
\[
\omega(i,k)_{t-1} \propto \omega(i,k)_{t-1} \cdot p\left(s_k | \hat{s}_{i,k}^{(i,k)}_t\right) \cdot p\left(o_t | s_k^0\right) \cdot \omega(i,k)_{t-1} \propto \omega(i,k)_{t-1} \cdot p\left(y_t | \hat{s}_{i,k}^{(i,k)}_t\right),
\]  
(32)

Then, the resampling process can be performed prior to the UKF according to these weights so that the number of particles is decreased to \(M\) before running the parallel UKF. After the UKF state, the weights are finally updated as
\[
\omega(i)_{t} \propto \omega(i)_{t-1} \cdot p\left(y_t | \hat{s}_{i}^{(i)}_t, y_{1:t-1}\right)
\]  
(33)

for \(i = 1, \ldots, M\). The complete algorithm is detailed in Table V.

### C. Improved UKF (IUKF)

Even with the reordering step, the RBPF solution requires a bank of UKF, hence is costly for a real time implementation. In this section, we propose a low complexity algorithm, called IUKF, using a simplifying assumption. It consists of estimating the situation vector by using only the information from the quality measures. In this way, the overall estimation problem is split into two independent problems of lower dimensions. In a first step, the quality measures are used to update the probabilities for the ANs to be in a given LOS-NLOS situation, \(p(s_{1:t} | o_{1:t})\). Then, the obtained probabilities are incorporated to a modified UKF dedicated to the estimation of the continuous kinetic states conditionally to the LOS-NLOS environment.

1) Situation Estimator: This estimator considers, for the sake of simplicity, that the LOS-NLOS situations are independent between ANs and depend only on the situation observations
\[
p\left(s_{1:t} | y_{1:t}, o_{1:t}\right) = \prod_{i=1}^{B} p\left(s_{i,1:t} | o_{i,1:t}\right)
\]  
(34)

where \(o_{i,1:t}\) are the quality measures related to the AN \(i\). At this point, the estimation of each \(s_{i,1:t}\) can be performed independently. Since the situation can only take two possible values, the grid-based method [43] provides the optimal recursion to compute the posterior distribution \(p\left(s_{i,1:t} | o_{i,1:t}\right)\). This approach can be viewed as a deterministic PF with as many particles as different values of the discrete vector to be estimated. Let us denote \(\gamma_{k,i,t}\) the conditional probability at time \(t\) for AN \(i\) to be in situation \(k\) \((k = 0\) for LOS and \(k = 1\) for NLOS), i.e.,
\[
p\left(s_{i,1:t} | o_{i,1:t}\right) \propto \gamma_{0,i,t} \delta\left(s_{i,1:t}\right) + \gamma_{1,i,t} \delta\left(s_{i,1:t} - 1\right).
\]  
(35)

These probabilities can be updated following the prediction and update steps of a Bayesian estimator. The prediction equation is
\[
\gamma_{k,i,t+1} = \sum_{m=0}^{1} \gamma_{m,i,t-1} p\left(s_{i,t} = k | s_{i,t-1} = m\right)
\]  
(36)

where the probabilities \(p\left(s_{i,t} = k | s_{i,t} = m\right)\) are defined as in (15) or (17) (depending on the adopted model). The update equation is
\[
\gamma_{k,i,t} \propto \gamma_{k,i,t-1} p\left(o_{i,t} | s_{i,t} = k\right).
\]  
(37)

resulting from the Bayes’ rule. The problem of the normalizing constant can be solved by using the relationship \(\gamma_{0,i,t} + \gamma_{1,i,t} = 1\). It should be noted that the same equations are obtained if considering the estimation problem as a Hidden MP (HMP) and solving it through forward iteration [44]. In the sequel, let us define the vector \(\gamma_{i,t}[0,1,...,B]\) containing the probabilities of being in LOS for all ANs. This vector characterizes completely the localization context since the LOS probabilities can be simply inferred as
\[
\gamma_{i,t} = 1 - \gamma_{0,i,t}, \text{ for } i = 1, \ldots, B.
\]  
(38)

2) Conditional Estimation of the State Vector: We propose to use an UKF to obtain a Gaussian approximation of the pdf \(p(x_{t} | y_{1:t}, \gamma_{1:t})\) and thus compute the state estimate as
\[
x_{t} = E\left[x_{t} | y_{1:t}, \gamma_{1:t}\right].
\]  
(39)

The difficulty lies in the observation noise which prevents a direct implementation of the UKF. Indeed, assuming \(\gamma_{1:t}\) is set to its estimated value, the observation noise pdf can be estimated as
\[
\hat{p}\left(n_{i,1:t} | s_{i,1:t} = 0\right) + \gamma_{1,i,t} \hat{p}\left(n_{i,1:t} | s_{i,1:t} = 1\right)
\]  
(40)

where \(\hat{p}\) is the AN associated with measure \(i\). The expression (40) makes the computation of the sigma points associated with \(u_{i}\) a hard operation since \(\hat{p}(n_{i,1:t} | s_{i,1:t})\) is time varying and not Gaussian. In order to simplify the procedure, the IUKF was proposed in [13]. A sigma set is formed with twice the number of sigma points, where half are related to the LOS situation and the other half are related to the NLOS situation. When transforming this extended sigma set to the related mean and covariance, the probabilities \(\gamma_{i}\) are used to assign a weight to each scenario.

The complete algorithm is described at Table VI where \(U\) is the sigma set associated with \(u_{i}\). \(\hat{N}_{i,j}\) is the sigma point associated with \(n_{i,1:t}\), i.e., the observation noise for AN \(j\), when in situation \(i\). If the RV is not Gaussian, the sigma point can be obtained by propagating a Gaussian random variable through a function that provides the desired random distribution at output. Thus, the IUKF feeds from the estimation \(\gamma_{i}\) at step (VI.1). The
TABLE VI
IUKF ALGORITHM

- Calculate the sigma set:
  \[
  \left( \bar{x}_{n+1}, \Delta_x \right) \rightarrow \mathcal{X}_{n+1}
  \]

- Predict the state:
  \[
  \mathcal{X}_{n+1} = F \mathcal{X}_n + \mathcal{U}
  \]

- Predict the observation
  \[
  \mathcal{Y}_{n+1} = g \left( \mathcal{X}_{n+1} \right) + \eta \sim \mathcal{N} \left( 0, \mathcal{E} \right)
  \]

- Obtain the Kalman Gain Matrix
  \[
  K_n = \mathcal{Q}_{n+1} \mathcal{R}_{n+1}^{-1}
  \]

- Update the estimated position
  \[
  \bar{x}_n = \bar{x}_{n+1} + K_n \left( y_n - \bar{y}_{n+1} \right)
  \]

- Update the covariance
  \[
  \mathcal{Q}_n = \mathcal{Q}_{n+1} \mathcal{K}_n^{-1}
  \]

UT presented at (VI.2) is double sized and described in [13]. The weights are the same as (52) considering \( W_{i+2L+1} = W_i \) for \( i > 2L + 1 \). The UT presented at (VI.3) is described in [40]. The presented approach has a computational cost similar to an EKF with NLOS mitigation capabilities and with the stability features associated to UKF. However, the RBPF is expected to outperform the IUKF algorithm since it does not consider the assumption of independence in the (34).

VI. SIMULATION RESULTS

This section presents some simulations results to compare the behavior of the proposed approaches to previous methods. The first simulation setting is highly detailed, in order to give the reader a better understanding of the concepts presented before. The proposed methods have been benchmarked to other positioning algorithms which are available in the literature. Some of them (like the ML) do not use any prior information regarding the unknown parameters and thus one can expect that these methods lead to lower performance. However, a comparison between Bayesian and non-Bayesian methods is interesting since it allows one to quantify the performance gain due to the use of prior information.

A. One BS With TOA and AOA Measures

The first battery of simulations reflects the case of having a BS as AN equipped with an antenna array. The BS is tri-sector, each one \( 120^\circ \) wide. It is located at the origin of the system of coordinates. The MT moves at constant velocity. Both the MT and the BS are in the same horizontal plane, resulting in a two-dimensional motion environment. The rest of the simulation parameters are described in Table VII. These parameters have been chosen to reproduce a suburban scenario with an NLOS probability around 15%. The observation noise statistics for LOS and NLOS are provided in Table VIII. A particular realization of the observed TOA and AOA is depicted in Fig. 10. Fig. 8 represents the position of the BS and the MT during the simulation. The orientation of the three sectors at the BS can also be observed. Although the MT velocity is constant, the transversal velocity to the BS is variable, leading to the LOS and NLOS situations shown in Fig. 9. The position computation functions used to estimate the MT position are detailed as follows.

- Maximum-Likelihood Estimator for LOS (MLE-LOS): Estimates the position only from the observations at the same time iteration, assuming they have been obtained under LOS conditions.
- EKF-LOS: A classical EKF is developed as in [37], assuming that all measures have been obtained in LOS situation.
- IUKF: The IUKF coupled to the situation estimator exposed in Section V-C.
- RBPF + UKF: The reordered RBPF with classical UKF, as exposed in Section V-B with \( M = 8 \).
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Fig. 9. Transversal speed and LOS-NLOS situation for one realization of Simulation 1. High transversal speed corresponds to high probability of situation change.

Fig. 10. Observation values for one realization of Simulation 1. The AOA is the electric angle. The discontinuities are changes of serving sector.

Fig. 11. Positioning error for different PCF inside a NLOS situation time frame.

The high noise variances and biases due to the NLOS situation, since no tracking is performed. The EKF-LOS can cope with the high variances, but not with the introduced bias. The IUKF and the RBPF detect the NLOS situation, giving more weight to past measures than to new ones. Fig. 12 displays the situation estimation for both approaches for the same time interval. The effect of this estimation on the positioning accuracy can be observed in the positioning error cumulative distribution function (CDF) depicted in Fig. 13. The mean NLOS situation probability can be computed from (18) for this example: $p_N = 0.14$. The CDF of the MLE-LOS error is clearly bimodal, composed of two parts, one related with the LOS and the other with NLOS, with a probability equal to the mean situation probability. The EKF-LOS is affected by the NLOS situation with a higher probability, since the tracker takes time to converge when leaving the NLOS situation, contaminating LOS measures. Finally, the IUKF and the RBPF solutions exhibit a considerable gain in accuracy, both in LOS and NLOS. The difference between IUKF and RBPF is reduced, and the computational cost of RBPF is one order of magnitude larger. It can be concluded that the RBPF provides no considerable gain over the IUKF when only one AN is available.
TABLE IX
SIMULATION 2 GLOBAL PARAMETERS

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$E{t_{\text{los}}}$</td>
<td>10 m</td>
</tr>
<tr>
<td>$E{t_{\text{nlos}}}$</td>
<td>10 m</td>
</tr>
<tr>
<td>$\sigma_i^2$</td>
<td>1 (m/s)^2</td>
</tr>
<tr>
<td>$\Delta t$</td>
<td>0.01 s</td>
</tr>
<tr>
<td>Duration</td>
<td>60 s</td>
</tr>
<tr>
<td>$E{\sigma^2_i}$</td>
<td>10 lm^2</td>
</tr>
<tr>
<td>$E{\sigma^2_e}$</td>
<td>10 (lm/s)^2</td>
</tr>
<tr>
<td>$\sigma^2_r$</td>
<td>10^{-2} (lm/s)^2</td>
</tr>
</tbody>
</table>

TABLE X
SIMULATION 2 OBSERVATION NOISE DESCRIPTION

<table>
<thead>
<tr>
<th>Measure</th>
<th>LOS</th>
<th>NLOS</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Type</td>
<td>Variance</td>
</tr>
<tr>
<td>RTOA</td>
<td>Normal</td>
<td>10</td>
</tr>
</tbody>
</table>

B. Six ANs With RTOA Measures

Six ANs are placed forming a hexagon of 3-km side length. The MT departs from the center of the hexagon and follows a random walk based on parameters listed in Table IX. Each AN provides a RTOA measure at every time step. Thus, the clock skew has to be estimated. The clock skew and drift characteristics are summarized in Table IX. Table X provides the observation noise statistics. This scenario is urban with an NLOS probability of 50%. It means that more than 65% of the time there are not enough LOS ANs to perform a localization based only on LOS ANs.

The evaluated PCF are summarized as follows.

- **EKF-LOS**
- **CHEN**: The approach described in [10], where 50% of the combinations are rejected. The position estimator used for these combinations is an MLE whose implementation is based on simulated annealing [45].
- **CONG**: The Cong’s approach has been described in [14]. The asymmetric Gaussian pdf is used to fit as likely as possible the Rayleigh distribution.
- **URR**: Urruela’s approach based on a trellis search [17] which uses TDOA measures instead of RTOA ones.
- **IUKF**
- **cRBPF-128**: The RBPF/UKF approach is applied without the reordering as described in Section V-B ($M \times 2^D = 128$ UKF runs and $M = 2$ propagated particles through iterations).
- **rRBPF-16**: The reordered RBPF/UKF approach ($M = 16$ UKF runs and propagated particles).
- **rRBPF-128**: The reordered RBPF/UKF approach with $M = 128$ UKF runs and propagated particles.
- **PF**: A PF estimating both state and situation using (3). The PF uses $10^6$ particles and the resampling is performed as for the RBPF, i.e., using the merging and selection strategies based on the distance measure (29).

Note that some other approaches found in the literature do not seem to be useful for our problem. The algorithm proposed in [8] cannot be applied since it assumes constant bias. The idea developed in [19] has been discarded because it is based on geometrical information which has not been considered in the simulation tests. Finally, the algorithm proposed in [28] has not been considered since it is based on statistical information obtained online from a set of measurements.

Figs. 14 and 15 show the positioning error CDF for all considered position calculation functions. Since all ANs are in LOS during only 2% of the time, biased measures are virtually found all the time in the set of observations. The EKF-LOS behavior is severely impaired for this reason. CHEN, CONG, and URR approaches perform well in about 50% of time. However, the accuracy is degraded severely during the rest of the time. This behavior can be easily explained since these approaches require a minimum number of available ANs at LOS to achieve a good performance. In other words, these approaches are not suitable for strong NLOS environments. Note that the URR allows tracking, but in spite of this, does not outperform CONG mainly due to a noncharacterization of the NLOS observation noise.
The IUKF is the most inaccurate of all presented approaches. The high number of LOS/NLOS situation combinations degrades this simple estimator. Regarding the RBPF approaches, cRBPF-128 and rRBPF-16 show a similar behavior, while the rRBPF-16 is 16 times simpler than cRBPF-128. The variant rRBPF-128 (with the same complexity as cRBPF-128) shows a remarkably better behavior, demonstrating that the reordering strategy outstands the classical approach.

Finally, the PF approach achieves the best accuracy, but at the price of a prohibitive computational complexity. Indeed, the classical RBPF and the PF, with enough particles for each one, should perform the same if the model is actually conditionally linear Gaussian. The performance difference between the presented approach and PF comes from the suboptimal nature of UKF, which is avoided in PF providing enough particles are used.

VII. CONCLUSION

This paper addressed the radiolocation and tracking problem under NLOS situation. This problem is suitable for any radiolocation system such as GPS, Galileo, of cellular network based like GSM or UMTS. Two new robust approaches were developed to face the possible presence or absence of LOS offering a high degree of scalability in terms of accuracy and complexity. Both approaches jointly estimated the position and LOS/NLOS situation aided with quality measures. The first technique, based on a joint RBPF/UKF, achieved the best performance mainly due to an improved detection of LOS and NLOS situations (at the price of a computational cost lower than a PF-based solution). The second technique, based on a modification of the UKF, estimated the situation prior to the position computation. Its computational complexity is similar to the one obtained with a classical EKF (i.e., much reduced when compared to the joint RBPF/UKF approach) but is outperformed by the RBPF/UKF solution.

It should also be noted that the proposed approach could be used for GPS integrity monitoring in replacement of the classical algorithms dedicated to the detection of satellites failures which corrupt the pseudoranges.

The proposed approaches were tested under realistic urban scenarios with an associated high probability of NLOS situation. Such scenarios are well beyond the capabilities of classical NLOS mitigation strategies. The proposed navigation methodologies were developed for any combination of TOA, RTOA, TDOA, and AOA measures, and can be easily extended to other kind of measures, including MT mounted inertimeters.

APPENDIX

TDOA Versus RTOA Measures: One of the most common settings in localization systems consists of using a set of TOA observations with an unsynchronized MT (as for GPS). However, these measures are not strictly TOA observations since the transmission time is unknown by the MT. Because all measures are related to the same unknown transmission time, they will be called RTOA. Other works refer them to as pseudo-TOA [31] or pseudoranges.

Using a set of TDOA for this scenario allows avoiding the estimation of the clock skew, since it does not affect the TDOA measures. This property is confirmed by the analysis of the Cramer–Rao Bounds (CRB) of location estimation for TDOA and RTOA schemes (for unsynchronized MT) which are both equal [31]. Enhanced observation time difference and observed TDOA techniques have adopted the TDOA positioning because of this reason [5]. However, this is only true for a scenario without prior knowledge about position or clock skew.

This appendix studies a bound for the position estimation error with the aim of demonstrating that the RTOA approach outperforms the correlated TDOA when prior knowledge about clock skew is present (and hence justifies its use in this paper). Note that tracking the estimation of the clock skew can be translated into a priori knowledge for the next time interval.

Let us study the bound associated to RTOA when prior information on clock skew is available. The classical CRB is not suitable for estimators constructed with prior knowledge. Instead, we can use the Generalized CRB (GCRB) [46] (sometimes referred to as posterior CRB) defined by

\[
E \left\{ \left( \hat{\theta} - \theta \right) \left( \hat{\theta} - \theta \right)^T \right\} \geq J^{-1}
\]

(41)

where \( \theta \) is the vector to estimate and \( \hat{\theta} \) its estimation, \( p \) is the MT position and \( \tau_0 \) the transmission time. In this case, the information matrix \( J \) is defined as

\[
J = J_D + J_P
\]

(42)

where subscripts \( D \) and \( P \) stand for the data and prior components of the information matrix, respectively. The data information matrix expresses as

\[
J_D \triangleq E_\theta \left\{ \left( \frac{\partial}{\partial \theta} \ln f(y|\theta) \right) \left( \frac{\partial}{\partial \theta} \ln f(y|\theta) \right)^T \right\}
\]

\[
= H_y / \theta Q^{-1} H_y / \theta^T
\]

(43)

where \( y \) is the set of TOA measures with pdf \( f(y|\theta) \), \( Q \) is its covariance matrix and \( H_y / \theta \) is defined as

\[
H_y / \theta = \frac{\partial y}{\partial \theta} = \begin{bmatrix}
\cos \phi_1 & \cdots & \cos \phi_B \\
n \sin \phi_1 & \cdots & \sin \phi_B \\
1 & \cdots & 1
\end{bmatrix} = \begin{bmatrix}
H_y / \theta^T \\
1^T \theta / \theta
\end{bmatrix}.
\]

(44)

The angles \( \phi_i \) are the angles formed by the vectors linking the ANs and the MTs with respect to the \( \hat{X} \) axis.

\[
J_P \triangleq E_\theta \left\{ \left( \frac{\partial}{\partial \theta} \ln f(\theta) \right) \left( \frac{\partial}{\partial \theta} \ln f(\theta) \right)^T \right\}
\]

\[
= \begin{bmatrix}
0 & 0 & 0 \\
0 & 0 & 0 \\
0 & 0 & \sigma_\tau^2
\end{bmatrix}
\]

(45)

where \( \sigma_\tau^2 \) is the prior variance of the transmission time. Applying (43) and (45) in (42) yields

\[
J = \begin{bmatrix}
H_y / \theta Q^{-1} H_y^T / \theta & H_y / \theta Q^{-1} \\
1^T Q^{-1} H_y / \theta & 1^T Q^{-1} + \sigma_\tau^2
\end{bmatrix}.
\]

(46)
The matrix block corresponding to the position (upper left 2 \times 2 matrix) of the inverse of (46) is the GCRB of the position
\[ E\left\{ (\hat{p} - p)(\hat{p} - p)^H \right\} \geq [J^{-1}]_p. \]  

(47)

Using standard results on inverses of block matrices [37, p. 572], the position GCRB can be expressed as
\[ [J^{-1}]_p = H_y/pQ^{-1}H_y^T/p \]
\[-H_y/pQ^{-1}(1T^{-1}Q^{-1}1 + \sigma^2)^{-1}1T^{-1}Q^{-1}H_y^T/p. \]  

(48)

It is straightforward to prove that \[ [J^{-1}]_p \geq [J^{-1}]_p \] in the sense that the difference matrix is semidefinite positive. Note that \( [J^{-1}]_p \) is the CRB of the RTOA and TDOA cases without prior knowledge [31].

The conclusion is that prior knowledge about the transmission time improves the accuracy in the position when using RTOA measures. This conclusion cannot be extracted for TDOA since the transmission time does not affect the measures. The same conclusion applies when some of the measures are in NLOS [6]. So, since prior information over the clock skew is available in the presented approach, and in order to take advantage of the accuracy enhancement, the use of RTOA schemes is preferred to TDOA ones.

**Sigma Points Spreading Strategy:** Operator \( \sqrt{\mathbf{A}} \) stands for the square root matrix of \( \mathbf{A} \). Assume that vector \( \mathbf{a} \) is a random variable with mean \( \bar{\mathbf{a}} \) and covariance \( \mathbf{Q}_a \). The associated sigma set \( \mathbf{A} \) is a \((2L_a + 1) \times L_a \) matrix where \( L_a \) is the length of \( \mathbf{a} \). The columns of \( \mathbf{A}, \mathbf{A}_i \), are called sigma points and computed as
\[ \mathbf{A}_0 = \bar{\mathbf{a}}, \]
\[ \mathbf{A}_i = \bar{\mathbf{a}} + \left( \sqrt{\alpha^2 I_a + \mathbf{Q}_a} \right)_i \quad i = 1, \ldots, L_a, \]
\[ \mathbf{A}_{i + L_a} = \bar{\mathbf{a}} - \left( \sqrt{\alpha^2 I_a + \mathbf{Q}_a} \right)_i \quad i = 1, \ldots, L_a \]  

(49)

where \( \alpha \) is a spreading factor normally of the order of \( 10^{-3} \). The pass from the random vector to the sigma set is called UT and represented by
\[ \left( \bar{\mathbf{a}}Q_a \right)^{UT} \rightarrow \mathbf{A}. \]

(50)

The statistics can be recovered from the sigma set by
\[ \bar{\mathbf{a}} = \sum_{i = 0}^{2L} W_i^{(m)} \mathbf{A}_i \]
\[ \mathbf{Q}_a = \sum_{i = 0}^{2L} W_i^{(c)} (\mathbf{A}_i - \bar{\mathbf{a}})(\mathbf{A}_i - \bar{\mathbf{a}})^T \]  

(51)

where the weights are
\[ W_0^{(m)} = \frac{\lambda}{(L_a + \lambda)}, \]
\[ W_0^{(c)} = \frac{\lambda}{(L_a + \lambda)} + 3 - \alpha^2, \]
\[ W_i^{(m)} = W_i^{(c)} = \frac{1}{(2L_a + 2\lambda)}, \quad i \neq 0, \]
\[ \lambda = \alpha^2 I_a + L_a. \]

(52)

This operation is the inverse UT and represented by
\[ \mathbf{A}^{UT^{-1}}(\bar{\mathbf{a}}Q_a). \]

(53)
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