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Flexible knowledge representation and new similarity measure: Application on based reasoning for waste treatment
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A B S T R A C T

In Case Based Reasoning the representation of a case and the similarity measures are two difficult steps in the conception of a system. Often, these steps are developed to resolve one kind of problem. However, in some of them such as recovery treatment processes generation, it is necessary for the system to be able to modify and adapt the representation of a case and the similarity measures with respect of the context and also the kind of solutions proposed. In this paper, authors introduce a new method to represent cases with a flexibility based on a structure in a connectionist model. This flexibility is needed due to the complexity of cases, the number of possible options and to ensure the durability of the system. In a second main contribution, authors introduce a method for the selection of source cases using abstraction, conceptualisation and inference mechanisms. Finally, authors test their system in a CBR developed on SWI-Prolog with different problems. The CBR is applied to find new recovery processes and try to estimate the new upgraded product generated.

1. Introduction

The problem of waste and in particular the problem of waste management has increased sharply during the last decades, producing three kinds of effects. First, the problem of waste treatment is becoming more and more important due to the quantity produced with the increase of human population size and consumption. Second, the prices of some raw materials are growing sharply due to the phenomenon of depletion. It becomes more and more difficult to find new sources and their exploitation costs enhance. Third, the treatment of waste can have a strategic dimension. Actually, it can reduce the raw material dependency for some countries, it can develop new industries and create new jobs. But currently, waste is considered as a pollution source for environment and as a costly burden for companies because of the loss of material and the waste treatment. Consequently, it is necessary to propose new recovery processes and new ways to manage waste. However, some elements induce limitations. First, contrary to a new product, a waste has not essence by definition. Therefore, the first question is to find one or more essences for it. The second question is how to transform a waste into new valuable products. To solve these questions, authors propose to use an artificial intelligence system, and more particularly case based reasoning (CBR). CBR is relevant for this kind of problems because it allows solving problems without a clearly defined knowledge of the process needed for the resolution. The reasoning can rely on a vast number of cases, with their precise description of previous solved problems and their associated solutions (Cordier, Masclet, Mille, 2009). Secondly, in the domain of waste treatment, cases may contain different information: valorisation processes and essences for the new created objects. In the literature, case based reasoning systems are used in different waste treatment problems and in processes research. For example, López-Arévalo, Bañares Alcántara, Aldea, Rodríguez-Martínez, and Jiménez (2007) describe a tool based on CBR for the generation of process alternatives. Yang and Chen (2011) propose a classical CBR retrieve method used for Eco-innovation Xuo (2010) gives an example of CBR used to determine a recyclable index of some components. Liu and Yu (2009) use CBR for problems linked to environmental topic. Zeid, M., Gupta, and Bardasz (1997) propose a model dedicated to disassembling problems.

As detailed in Section 2, CBR method is decomposed in different steps: Retrieval, Adaptation, Memorisation or Learning as explained by Aamodt and Plaza (1994) and Napoli, Lieber, and Curien (1996), similarity measure is one key cornerstone of a CBR system and of
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the Retrieval part in particular. This measure allows finding close and relevant cases to solve the new problem. Therefore, with our goal to reuse the knowledge related to recovery methods for new waste valorisation, it is important to propose new approaches for this step respecting the constraints imposed by this category of problems.

On this topic, authors tackle several problems related to the similarity question. The first one is how to represent a case and more particularly for the domain of application, how to represent a waste. There are many kinds of waste and they need different representations. Moreover, the domains of waste and waste treatment have an important dynamic. Indeed, these domains change quickly i.e. the composition of waste, or the waste treatment processes evolve over time. To take into account these points, it is necessary to develop a flexible case representation to ensure a precise description of problem, knowledge reuse, CBR system efficiency and durability. Another consequence of these points is that the problems of waste cannot be considered as routine problems. However, CBR systems are developed to solve routine problems (i.e. problems which are very similar. Consequently, a system used for these kinds of problems need to go beyond this limitation by the introduction of flexibility. Another point is how to take into account that there are different possibilities of valorisation for a same waste. For example, in the case of used tyres, they can be burnt to produce energy, reused as tyres, transformed by crunching into material for different kinds of new object, transformed by fermentation to produce syngaz. For each solution, the same description parameters are not selected: for some solutions is the chemical composition; for other ones is the form or the functionality, for other ones mechanical properties. Therefore, as showed by Lieber (2002), problems and their solutions depend on their use. As a consequence, authors think that problem representation and similarity measure depend on the solution or the kind of solution targeted.

In this paper, authors propose to explain their methods for representing knowledge and cases, and for selecting relevant cases. These methods try to take into account the solution and therefore to adapt the similarity measure in function to the important parameters according to a kind of solution. Moreover, these methods do not produce a metric value of distance or similarity measure but, it determines if a case is similar to the current problem or not, i.e. if the case can be used to generate an original solution for the problem. Contrary to Perner (2003), the method is not based on graphs, and it does not use threshold or other metric value, but it is based on logical deductions. In conclusion, the major contributions of this paper are the following:

- The introduction of a flexible representation for knowledge.
- A dynamic construction of cases, which allows going beyond the limitation of routine problems.
- A new method for similarity measure, without calculation and with a limited need of knowledge.

In the remainder of this paper, the Section 2 explains some elements about CBR systems and develops some ideas for the realisation of each step finding in the literature. In Section 3, the proposed flexible representation of a case is described and more specifically the management of the knowledge is explained. Then, the core of this method is introduced with the presentation of the main assumptions, and the retrieve part is described step by step in Section 4. The Section 5 highlights the method capabilities through a case study, where some tests have been realised to assess the proposed method. Section 6 issues opinions about the positive points and the limitations of the method, and underlines some difficulties met during its implementation. Finally, Section 7 draws conclusions and summarises the presented work, and proposes different perspectives to improve it.

2. Case-based reasoning : different related steps

As explained in the introduction, a CBR system is based on different steps (each of them decomposes in sub processes not detail here) (Reyes, Negry, Robles, & Le Lann, 2015) (Fig. 1).

However, the realisation of one step impacts all the CBR’s processes. The representation of the knowledge or cases impacts the sub-processes in the retrieval step, for example the similarity measure or the mapping phase. Therefore, it is necessary to represent knowledge by taking in to account that retrieval step uses it, i.e. the definition of all the sub-processes depends on the choice of a kind of representation. Finally, the last sub-process of this retrieval step of the CBR is the selection of the relevant case in order to revise its solution to match to the target case requirements. One mechanism used is the analogy. Cornuéjols (1996) has studied the fundamental of this mechanism. He defined analogical reasoning as the way to find the expression which allows passing from a previous problem to its solution and to apply it to a new target case. Here too, the representation of cases is important.

In traditional CBR, the knowledge is often represented as a set of spaces. Napoli et al. (1996) explain that there is a space for the problem and another one for their solution. Mougouie and Bergmann (2002) define a query in CBR system as a point in these spaces. Therefore, each point of these spaces has to be represented with a common method. Kokinov (1994) explains that a cognitive mechanism is based on representation, memorisation. In CBR and in general for all artificial intelligent systems, representation is only a partial description of the reality. As a consequence, Mougouie and Bergmann (2002) explain that a query is only partially described. For Peschl, it is an interpretation of the world which allows the construction of a behaviour (Peschl & Riegler, 1999). Under this idea, Amailef and Lu (2013) link an ontology to a CBR system to facilitate the understanding of a situation and the retrieve step. This interpretation is very important in the resolution phase as Richard highlights because a modification of the interpretation can improve the efficiency of solving methods (Richard, 1979). Finally, representation can be symbolic, based on connections (Kokinov, 1994), defined as vector features, or complex as semantic network (Branting & Aha, 1995). Whatever, the manner to represent knowledge, it is a reduction of the reality. But, the choice of the representation approach impacts the similarity measure step. For example, Branting and Aha (1995) and Garey and Johnson (2002) explain that the utilisation of semantic network for the representation of cases in CBR causes that the mapping step is
a NP-complete task. Napoli et al. (1996) work with an object based representation allowing a classification of cases.

The Similarity step in CBR tries to find the most similar case to a new problem. Similarity is a fundamental part of the CBR (Rifqi, 2010), and it measures if two things shared some common elements (Nesme & Hidalgo, 2013). In the literature, it is possible to find that similar cases research step starts with a description of the case and sometimes by a mapping step. This process is defined as the identification of the relationships between the elements describing two cases, as suggested by Markman and Gentner (1993) which are NP-hard or NP-complete problems (Sorlin & Solnon, 2005). For example, Falkenhainer, Forbus, and Gentner (1989) describe the structure-mapping engineering and explain the mapping result as the correspondence between the source case and the target case which can be improved by a set of analogical inferences. In addition, McFee and Lankriet (2011) highlight the question of similarity between different kinds of items. The authors propose a method to integrate heterogeneous data into a single unified similarity space and to consider some similarity comparison as a direct graph. Usually, similarity measure evaluates the distance between the target case and a source one (Richter, 1993). More generally, it can be defined as the task to find the closed point to a target one (Mougouie & Bergmann, 2002). In the literature for similarity calculation between two cases, it is possible to find plenty of methods. For example, Bisson (2000) proposes to estimate the similarity by the effort required to transform one case into the other one. Other methods compare each elements one by one once the mapping is realised. Avramenko and Kraslawski (2006) give three kinds of similarity measures for CBR in process engineering. These kinds are Quantitative distance, Hierarchical tree and Qualitative comparison which allow giving a distance measure or a similarity measure as a number. Similarity in CBR can be applied to concepts studying the position of one concept to another one in a taxonomy structure (Wu & Palmer, 1994). Then, similarity could be the inverse of distance, however there are many definitions of distance (Bisson, 2000). Mougouie and Bergmann (2002) propose two methods based on optimisation. Armaghan and Renaud (2012) suggest a retrieve step based on the use of a multi-criteria selection to improve this step. Therefore, some conclusions of previous researches lead to the idea that similarity depends on the study case. Rifqi (2010) explains that similarity depends on the general context of the domain and Goldstone and Barsalou (1998) highlight that it can also depend on the conditions of the study. Montani (2011) shows the importance of the context in CBR system which can help to reduce the retrieval search, to revise conclusions, and to adapt knowledge and strategies. In the same logic, Leake studies the possibility to adapt the similarity measure to the context (Leake, Kinley, & Wilson, 1996). Indeed, some distance measures are based on knowledge integrated in the system during the development step. It shows that similarity measure needs an additional knowledge which comes from the kind of problems solved by the CBR. In the same idea, Xiong (2011) proposes a system based on fuzzy rules which are learned by the system using genetic algorithm on a case database. This system allows the adaptation of the selection and the integration.

Furthermore, another question is to know how the data have to be saved in the system. In other words, how the information is structured in the CBR system. To reuse cases, it is important to organise them under a structure facilitating the research and therefore the application of the similarity measure. Different approaches are detailed in the literature, for example, Díaz-Aguado and González-Calero (2001b) use Galois Lattice for a CBR system. For these authors, this method offers the possibility for the system to answer to different demands. Branting and Aha (1995) propose to use stratified case based reasoning, using abstraction of case in a hierarchical structure. Napoli et al. (1996) study the retrieval and adaptation steps of CBR under the same data organisation. As well as for cases structuring, the organisation of cases in the data base is important. Usually, the organisation is based on a concept hierarchy which contains nodes ordered by relation as “is_a” (Gennari, Langley, & Fisher, 1989). In lattice theory, the organisation includes binary relations as “is a part of” or “is contained in” (Birkhoff, 1940). The result of this kind of organisation of concepts is called a taxonomy. However, for Díaz-Aguado and Gonzáles-Calero, the classification process based on taxonomy structure needs to anticipate the questions submitted to the system (Díaz-Aguado & González-Calero, 2001a).

To organise the data structure with the aim to simplify the retrieval step, an approach is to generalise cases. This idea is not new and some authors explain that it is present since the beginning of CBR (Bareiss, 2014; Kolodner, 2014). The use of generalised cases gives many advantages such as the possibility to use them when the problems do not represent structure allowing to be partially ordered (Napoli et al., 1996). General cases can be defined as a case globally described and therefore it can incorporate different cases. For Mougouie and Bergmann, a generalised case cover a part of the CBR knowledge and they define it as a subset of representation case (Mougouie & Bergmann, 2002). In the same idea, Díaz-Aguo and Gonzáles-Calero group cases with shared properties (Díaz-Aguo & González-Calero, 2001b). It is also possible to find an analogy with the clustering method. Gennari et al. explain that conceptual clustering permits understanding the world and making predictions (Gennari et al., 1989).

Therefore, the next points to take into account are how to generalise these cases and how to organise them. Different approaches can be found in literature. For example, Díaz-Aguo and González-Calero (2001a) think that ontologies can be useful to design knowledge intensive CBR, to reduce the knowledge acquisition and they use Formal Concept Analysis to produce the concept lattice. A method for the resolution based on known cases is the analogy. It is defined as a mapping of knowledge from a base and a target and can be used in reasoning (Falkenhainer et al., 1989). According them, analogy allows generalizing cases in an abstract one. The implementation of an analogical reasoning depends on the knowledge representation. For example, Cornuéjols (1996) explains that this process is based on the comparison between two graphs when a case is described as a network structure. However, Bunke and Riesen (2011) observe a lack of method in the recognition patterns with graphs which highlights the complexity of the task.

3. Flexible case representation

As explained in the previous section, there are two major kinds of representation: the classic feature values description and another one based on connections as graph or semantic network. The first one allows simplifying the similarity process because it avoids a random mapping phase. Each feature value is fixed for each case. This description defines a priori the representation and therefore a part of the interpretation of the reality and it limits the kind of elements which can be described. However, for the aim application domain, it is important to have the flexibility to represent different elements and to enable a most complete description of the cases. Indeed, a waste can take several ways of description which are not common. This last point is important because the description has to adapt itself to the kind of solutions. Therefore, authors chose to use a kind of network structure to describe the knowledge. Authors define two levels of description for the knowledge. The higher is composed by two elements: states and relations. In this level, it is possible to compare states to nodes and relations to edges of a graph. Our model is not based
on graph theory, but it can be represented by graphs. In a higher representation, there is the description of the links between these states. Therefore, in our CBR system, authors do not define case in the knowledge structure. The second level is the detailed description of a state. These points will be explained in the following parts.

3.1. Representation of the state

The state is a description of an element. In our system, a state is represented with a network structure. This structure is based on connections linked to objects (for example rubber) or concepts (for example metals) and some parameters. These parameters permit including quantities as for example the number of objects contained in another one, values associated to units or value ranges allowing the introduction of a kind of fuzzy logic. Therefore, it is not a binary relation but a predicate which represents a fact (Falkenhainer et al., 1989).

Definition 1. A connection between concepts or objects is defined as:

\[\text{def}(\text{State}, \text{Relation}, \text{Object1}, \text{Numeric value 1}, \text{Numeric value 2}, \text{Unit}, \text{Object 2})\]

A state represents a situation and therefore, it can represent different things. For example, in the case study, a state defines a waste or a set of wastes. However, it is possible to describe other things such as human situation or conceptual situation. For example, describing the situation between a team with its members and other elements needed.

An object is defined only by its relations with concepts as in an ontology. The name of an object is important only to ensure the cohesion in a state description. Therefore, in a same state, it is important to ensure that a name of an object is always used for the same thing. Consequently, the definition of an object is its relations with other objects or concepts as in ontologies.

Finally, all the concepts are linked in a taxonomy, which is a limited ontology. Therefore, our model of representation of state is based on connections. In a global view, it is possible to consider that each state is linked in a huge network and, therefore, that each state is linked to other states.

Another element is the introduction of global definition. A global definition is a set of properties constituting the structure which are sharing by all objects. For example if table is defined with a global definition containing these following elements, is in wood, has four feet, each object respecting this properties is, by definition, a table.

Definition 2. A global definition is a structure containing a minimal set of properties defining a type of object.

It is a major point of our methodology because it defines the similarity. In other words, if a description of a state (state_1) satisfies a global definition of another state (state_2) then this state (state_1) can be considered as equal to the second one (state_2).

Example 1. def(state1, is_composed, tyre, rubber).
def(state1, is_composed, tyre, metal).
def(state1, has_the_form_of, tyre, torus).
def(state1, has_the_color, tyre, black).
def(state2, is_composed, tyre_granule, rubber).
def(state2, is_composed, tyre_granule, metal).
def(state2, has_the_form_of, tyre_granule, granule).
def(state2, has_the_color, tyre_granule, black).
def(state3, is_composed, tyre_powder, rubber).

where tyre, tyre_granule and tyre_powder are objects, rubber, metal, fiber, black, torus, granule and powder are concepts and is_composed, has_the_form_of and has the_color are relations between objects and concepts. This is a simple example showing different states describing a process like in our case study.

A state is a global definition in our system, but a global definition is not necessary a state. Therefore, the description of a case can be different depending on the user and his interpretation of the reality. Indeed, a state described an object or concept in the real world which is linked to other states by relations whereas a global definition can be the description of a state or the description of an abstract object belonging to the reasoning world of the system. These abstract objects are types of representation of state but they do not represent the concrete object.

3.2. The link, an element composing the case

This part deals with the connections between two states, that is to say the link. It represents different kinds of relations. Indeed, a relation can describe a fact or an action between two states. For example, if there is a state describing a father, and another one describing his son, a relation is_son_of can linked the two states. Therefore, it is possible to consider this kind of relation as an extension of the description of a state. However, the main differences come from the role of this relation in the CBR system. Indeed, if there are two states, each state can play the role of problem or solution during the resolution process. Therefore, the choice of the description, i.e. if facts are described by different states or only one depends on the kind of problem submitted to the CBR system. Consequently, the model proposed can be used for several problems. Its specification depends on the representation of the information during the learning process. A relation can also describe the result of a process or a transformation. The difference with the first relation described is the time. With the first relation, father and son, the two states can exist in the same time i.e. is a static fact. However, in the second kind of relation, a state will exist after another one. This reasoning is in accordance with human mind. But, in the CBR system, the relation is defined differently. It distinguishes relations representing facts and others representing results of processes. For example, if there is tyre, “enhanced value” tyre_powder, it is possible to describe this relation by two states, one for tyre, one for tyre_powder and a link enhanced_value as in an ontology or concept map (Fig. 2). With the same idea a product A can be linked to a product B by transformation 1 and it means that A is transformed into B by transformation 1. The advantage of this structure of knowledge representation is the possibility to link a state to some other states. As a consequence, it allows expressing all the possible representations for a state under different
The last point is the description of a case. By definition, a case in CBR is the couple problem/solution. However, in some CBR systems there are two spaces in the knowledge base as explain in the Section 2. In our system, information needs to be sometimes used as problems, and sometimes as solution. Therefore, authors propose to define a case, i.e. a couple problem/solution as a knowledge structure composed by two states and a link.

**Definition 3.** A case is defined as a set composed by two states and a link where one state represents an initial state (the object of the question), the link is what is wanted (the verb of our question) and the last state represents the solution. Only two of these three elements are necessary to constitute the problem.

For example in (Fig. 4) there is the data: state1 (tyre) → enhanced_value → state3 (tyre powder). From this data, it is possible to infer 3 problems:

- What is the final state to enhance_value of a tyre?
- What is the initial state of the tyre before to enhance its value?
- How to reach the state 3 (tyre_powder) from the state 1 (tyre)?

To realise this part, some inference mechanisms are used which encapsulate states as part of the solution and others as a part of the problem. Authors call this Dynamic cases.

**Definition 4.** In a CBR system, a case is dynamic when the identification of the problem part and the solution part is realised during each Retrieve step. That is to say, the system does not store cases but only knowledge on states and their relations. Moreover, this knowledge with some mechanisms produce cases corresponding to the current problem as the need arises.

This mechanism has several advantages. One of them is the possibility to exploit more information of the knowledge than in a classical division of the spaces. Another one is the possibility to use information (states or links) as part of a problem and as a part of the solution during the same resolution process i.e. for the same problem. This capacity of the mechanism is the basis of the revise step in our system (not detailed in this paper). Indeed, this step is based on the decomposition of problem into sub-problems, which allows adapting the solution using different cases and not only one.

### 4. Case retrieval and similarity

In the literature, there are many examples describing the retrieval step in CBR. In addition to a similarity measure, there is often a mechanism to try to identify the most similar case by limiting the exploration with for example, filters or indexation techniques. This part explains how the process of selection of similar cases occurs as well as the different mechanisms which allow reducing the time of research. The presented methodology is divided into two phases. The first one explains how the knowledge is stored and processed in order to apply the research step. The second one describes the research algorithm. The major difference between the two parts of the methodology is their runtime. Indeed, the first part is realised as a learning step i.e. during the introduction of new knowledge. On the contrary, the research step occurs during the resolution process. Therefore, the realisation of these two parts can be separated in time and in processes.

#### 4.1. Pre-phase: learning phase

This part of the process is realised during the introduction of new knowledge in the system. It can take place during the initialisation of the CBR system or during its utilisation thanks to the retain step. It is possible to divide this process into three parts. The first one requires the intervention of the expert in knowledge management and the two others are automatically operated by the system.
4.1. Pre-phase step 1: introduction of knowledge

The learning phase starts when a user introduces new knowledge containing a set of states linked by relations as explained in Section 3. To reduce knowledge engineering efforts, the user previously describes each state, the relations between states and he completes the taxonomies if new concepts are introduced. Finally, this knowledge is integrated in the system sharing the same semantic network.

4.1.2. Pre-phase step 2: enhance relations with inferences

Once new knowledge is introduced in the system, the learning step starts. The system starts to enhance the number of relations between the states. This process is based on the use of taxonomies for the relations and allows generalizing these relations i.e. the process realises a conceptualisation of the new knowledge focused on its relations. Inference mechanisms are used for this task with different rules introduced during the initial conception of the CBR system. There are two kinds of rules. The aim of the first category is to conceptualise relations. These rules permit replacing a relation by another one defined in a higher level of the taxonomy. The aim of the second one is to make inferences on the relations in the input knowledge (Fig. 3). In other words, when a relation between two states is defined with other relations, authors propose to include these relations as a part of the first one. This mechanism is relevant because it increases the number of possible cases.

For example, if there is \( A \) is \textit{transform} into \( B \), \( B \) is \textit{transform} into \( C \), \( C \) is \textit{transform} into \( D \), and \( A \) is \textit{recovered} in \( D \), in some kinds of problems, it is possible to affirm that \( B \) is \textit{recovered} in \( D \) and \( C \) is \textit{recovered} in \( D \). In the same way, if a relation is defined in a taxonomy, it is possible to enhance the relation of the state with more conceptual links. For example if \( A \) is \textit{fixed} with \textit{glue} to \( B \), and in a taxonomy there is \textit{fixed} with \textit{glue} fixed therefore authors propose to infer that \( A \) is \textit{fixed} to \( B \).

4.1.3. Pre-phase step 3: completion of common definition structures

Once new knowledge is introduced and its relations have been inferred, the CBR system prepares the research step with a phase of “learning”. This phase is a kind of indexation and conceptualisation of the information as it is possible to find in the literature (Section 2). However, there are many differences with the traditional methods. The conceptualisation is not focused on case as for Bichindaritz (2008) because cases do not exist in the system (they are inferred), but in states. More precisely, for each relation (the both directions are possible) between states (inferrred or not), states are grouped together in a \textit{common definition structure} which represents each kind of resolvable problem (Section 3). A \textit{common definition structure} is composed by different level of states. In the lower one, there are the states introduced in the system. Therefore, the lower level represents the reality. When a new state is introduced in the structure, the system will create a \textit{common definition} as result of the combination of this state and the states existing in the lower level.

**Definition 5.** A common definition is a state arising from two states “origins” and it is a global definition applicable to these two origins. If an object satisfies the properties of this common definition then this object can satisfy the properties of one origin but is not sure. Conversely, if it does not satisfy the properties, it will not satisfy the properties of ether origins.

The mechanism creates a second level composed only by \textit{common definitions}. Then, the mechanism works with the new elements created in this level and it generates new \textit{common definitions} in a higher level and so forth (Fig. 5). Some system’s parameters permit defining the rate of mixing for each level.

* A \textit{common definition} is generated using abstraction mechanism and conceptualisation mechanism. The first one allows deleting properties, i.e. relations as defined in part 3.1, which are not present in the two original states. The second one, the
conceptualisation, is based on the use of taxonomies of concepts. If the two original states have the same property but defined at different levels of conceptualisation (for concept, relation or both), this mechanism creates or selects the property in the higher level. Therefore, this new property satisfies the two original ones. For example if there are the two original properties: *is in copper*, *is in led*, the property *is in metal* satisfies the two original ones if, in a taxonomy, copper and led are defined as metal (*copper is_a metal and led is_a metal*). For numbers, the fuzzy logic is used with range value which contains the two original values.

The structure obtained is not a cluster because there is no root. Indeed, for a combination of two states, the mechanism can produce different common states if they contain different objects. In this case, a kind of matching process is realised and it generates all the mapping possibilities. All the combinations with objects are possible if the two matched objects shared at least one common property. However, in the structure, implausible common states are not saved in higher levels because they do not shared properties with the others. Therefore, the more a level is higher, the more the common states contained properties shared by all the states. Then, two processes are supported by the structure. First, there is an indexing which organises states. Second, there is a filter and weighting system. For the relation, higher levels contain only the main properties and the more a property is present in higher level, more is important.

In conclusion, in the learning phase some knowledge structures are enriched by the new state and by the creation of common definitions and there is one structure by relations (links) originating in this state. The level zero of this structure is the reality. The higher the level is, the more the conceptualisation and abstraction degree is important and the levels are composed by states with very large definition.

4.2. Retrieve phase: research of similar states

This part of the process is realised during the resolution of a problem. It is based on the use of common definition structures created or completed in the learning phase. It is composed of three steps.

4.2.1. Retrieve phase step 1: selection of the common definition structure

As the problem is defined as the combination of a state and a relation, the first step of the retrieve part is to select the common definition structure corresponding to the relation and the type of the submitted problem, (Fig. 4).

4.2.2. Retrieve phase step 2: evaluation of states

The next step is to check if the problem's state satisfied the common definitions present in the selected structure. The research mechanism converts the definition of these states into rules where objects are converted into variables. Then, it starts to check if the rules are applicable to the problem's state, i.e. if the problem's state contains all the properties contained in the rules with the same level of conceptualisation or a lower one. The mechanism begins with the common definitions of the higher level of the structure. If a common definition is satisfied, it continues with the original ones. If it is not satisfied, the mechanism checks another common definition in the higher level until there is no more (Fig. 6). The mechanism stops the exploration when a common definition from the lower level is verified (and it continues with another one from the higher level) or when all the common definitions from the higher level were tested.

During this phase, each verified state is stored in a list with its associated level.

4.2.3. Retrieve phase step 3: selection of the most similar state

Once the exploration is finished, an ascending sort on the level is realised with the stored elements. Logically and following the description of common definitions, if there are verified states coming from the level zero (lower level), that means that the current problem can be defined as solved problems existing in the database. Therefore, they can be considered as similar to the current problem and used to solve it. If there is no state coming from the level zero, the system will select the state with the lower level. It is not a real state but a state generated during the learning phase. However, authors propose to define it as the most similar one to the current problem and to use it to solve it. Here, it is possible to measure the similarity.

Definition 6. In a common definition structure, the more a state is verified with a lower level, the more similar it is to the current one.

Finally, if there are several verified states in the lower level, the system can apply different policies. As this system can not determine which one is the most similar (all are in the same level), the system can randomly select one or proposes each ones as a possible solution.

5. Case study: recovery treatment

Authors implement the method previously described in a CBR system dedicated to generate new recovery processes for wastes.
treatment. The idea is to use known recovery process for a waste or a type of waste to propose new ones for other different wastes. The aim of the CBR is not to define each unit process with all the parameters and to give solutions ready for use, but to give the main steps of a new process and try to estimate the final product and what will be its functions or potential applications. Therefore, authors developed a CBR based on logical programming paradigm with the SWI-Prolog implementation, which is a free software and it comes for Linux. SWI-Prolog extends Prolog language (Wielomaker, 2014).

### 5.1. Data

The data used comes from different known recovery processes for 6 types of waste. The selected wastes and their solution share some common steps and generally some relations allowing the use of CBR system. The 6 kinds of waste are:

- Wastes composed of polypropylene
- CRT television composed of elements containing glass, metal, plastic elements
- Neon tube composed of elements containing glass, metal, chemical compounds, gas
- Glass bottle
- Wastes composed of aluminium
- Car battery

For example, the definitions of some wastes introduced in the system are the following:

```
(def (composition, bottle cap, , , polypropylene),
def(has, bottle cap, , , metal),
def(size, bottle cap, , , cm),
def(form, bottle cap, , , tube).
)
```

or

```
(def (has, neon tube, , , glass tube),
def(composed, glass tube, , , glass),
def(has, neon tube, , , powder PhM),
def(composed, powder PhM, , , phosphorus),
def(has, neon tube, , , piece metal),
def(composed, piece metal, , , metal),
def(form, glass tube, , , , tube).
)
```

Each waste can have several recovery processes, furthermore each process can be divided into other sub-processes in function of separation steps. To complete the knowledge base of the system, authors include taxonomies on operations and concepts. In this system, a taxonomy can be completed progressively depending on the concepts used in the knowledge base. The taxonomy on operations is a tree structure ordering processes in families and sub-families. With the same idea, taxonomies on concepts are divided into two structures. One concerns the components where it is possible to find concepts as glass, metal, aluminium, etc. The other one is about geometry and allows describing forms and architecture of objects. Each transformation step is modelled in the system as a link and each product or intermediate product is defined as a state. Moreover, authors define relation between states creating a crude approximation of the process. These links are included in the taxonomy. For example, a waste is connected to the end product with a link defining the whole recovery process.

### 5.2. Experiments and results

All the data are introduced into the CBR system and the learning phase is launched. Authors only present a fragment of the database obtained. It contains a huge number of information, therefore, only three kinds of fragment are presented below:

- Fragment of Def, which describe the definition of states (the information is condensed).
- Fragment of taxonomies.
- Fragment of Relations, which describe the relations between two states.

**Fragment of Def database:**

```prolog
:- dynamic def/7.

def([2], taille, bouchon, 3, ', cm, ).
def([3], taille, par'choc, 2, ', m, ).
def([4], contenu, broyat'polypropylene'sale, ', , metal).
def([7], compose, poudrette'polypropylene'humide, ', ', , polypropylene).
def([7], taille, poudrette'polypropylene'humide, 1, 3, , mm, ).
def([7], forme, poudrette'polypropylene'humide, ', ', , poudrette).
def([7], contenu, tube'cathode').
def([8], compose, poudrette'polypropylene, ', ', , polypropylene).
def([8], taille, poudrette'polypropylene, 1, 3, mm, ).
def([8], forme, poudrette'polypropylene, ', ', , poudrette).
def([9], contenu, tv, ', ', ', tube'cathode').
def([10, 9], compose, tube'verre, ', ', , verre'plomb).
def([13], compose, broyat'plastique, ', ', , plastique).
def([13], forme, broyat'plastique, ', ', , broyat).
def([14], compose, residu, ', ', , salete).
def([14], forme, residu, ', ', , broyat).
def([16], compose, verre'broye'sale, ', ', , verre).
def([17], compose, verre'broye'sale, ', ', , verre'broye'sale).
def([19], compose, verre'plomb'broye'sale, ', ', , verre'plomb).

[...]
```

---

2. [http://www.fraher.de/university/prolog/comparison.html](http://www.fraher.de/university/prolog/comparison.html)
Fragment of taxonomy database:

\[\text{try phase,}
\text{First, definitions onto logie (transformation (broyage \dot{5}), traitement),}
\text{onto logie (transformation (broyage \dot{4}), traitement),}
\text{onto logie (transformation (broyage \dot{3}), traitement),}
\text{onto logie (transformation (broyage \dot{2}), traitement),}
\text{onto logie (broyage \dot{1}), traitement),}
\text{onto logie (broyage \dot{0}), traitement).}
\]

Fragment of relation database:

\[\text{relation (traitement, 1, 2),}
\text{relation (traitement, 1, 3),}
\text{relation (pretraitement, 6, 8),}
\text{relation (revalorisation (matiere), 2, 8),}
\text{relation (revalorisation (matiere), 3, 8),}
\text{relation (pretraitement, 9, 11),}
\text{relation (traitement, 11, 13),}
\text{relation (traitement, 11, 14),}
\text{relation (pretraitement, 9, 15),}
\text{relation (pretraitement, 9, 18),}
\text{relation (traitement, 15, 16),}
\text{relation (traitement, 18, 19),}
\text{relation (pretraitement, 16, 17),}
\text{relation (pretraitement, 19, 20),}
\text{relation (revalorisation (matiere), 9, 13),}
\text{relation (revalorisation (matiere), 9, 14),}
\text{relation (revalorisation (matiere), 9, 17),}
\text{relation (revalorisation (matiere), 9, 20),}
\text{relation (traitement, 21, 25),}
\text{relation (traitement, 21, 26),}
\text{relation (traitement, 21, 28).}
\]

Then, different questions are submitted to the CBR system to try to assess the efficiency and the capabilities of the proposed methods. The first element tested is the learning phase. During this phase, the system produced some structures containing common definitions as expected. It shows that the mechanism is realisable. First, all the states composing the different processes linked with different connexions had been inferred. Authors have filled the knowledge base with 45 states and the inference mechanisms generated 137 different real possible relations. Then, it creates some structures with around 5000 common definitions. Then the CBR is used to solve some problems describing new states and the desired link. In the first request someone demands solved problems introduced in the system as data. All queries work well and, during the tests, the reuse step gives relevant answers when there are no differences between the desired problem and a known solved problems. In a second phase, the system is tested with problems where inference mechanisms are required, for example, by submitting problems composed by intermediate product and general definition of the process (the link originating from the waste and finishing to the new product). One example is illustrated in Fig. 7 where a concrete problem is solved:

1. The waste which is a small material composed by polypropylene (state 2) is found to be recovered into polypropylene powder ready for use (state 8) via two main processes defined as treatment and pretreatment. Treatment groups correspond to material modification operations and pretreatment is conditioning.

2. The treatment phase is identified by three operations: crushing cap which corresponds to an operation of crushing little pieces in polypropylene, separation of non-polypropylene material and another phase of crushing to obtain a powder of polypropylene with some impurities.

3. The pretreatment phase which consists in washing the powder obtained and to dry it.

Here too, for all the tests the system gives relevant answers that means each step of the process and an estimation of each states representing intermediate products work correctly. After these experiments to validate a simple reuse mechanism, the system have to solve two categories of states which were not in the database.

The first one is describing states, copies of existing states, but where properties were modified with new concepts deriving from the original one. For example, if there is a property in the original state as A is fixed with conceptA, authors define a new state with the following properties A is fixed with conceptB where conceptB is a conceptA in the taxonomy. The mechanism of conceptualisation is tested and, more precisely, the system’s capacity to affirm that two elements which are not in the same level of taxonomy description can be similar. For example:

1. A is fixed with conceptA
2. A is fixed with conceptB
3. conceptB is a conceptA

It is possible to evaluate the following assertions:

\[\text{Resolution } \rightarrow 2\]
\[\text{2, enhance_value (material), 8}\]
\[\text{2, treatment, 6}\]
\[\text{4, transformation (crushing_cap), 4}\]
\[\text{4, transformation (separation), 5}\]
\[\text{5, transformation (crushing), 6}\]
\[\text{6, pretreatment, 8}\]
\[\text{6, transformation (washing), 7}\]
\[\text{7, transformation (drying), 8}\]
\[\text{true.}\]

Fig. 7. Example of result, where each number represents a state.
Resolution → 17610
No solution found
Propositions : return known similar case
How many elements do you want ?5.
Similar case of level :1 case number :95 coming from
→ :[2,15]
Similar case of level :1 case number :96 coming from
→ :[2,18]
Similar case of level :1 case number :173 coming from
→ :[3,15]
Similar case of level :1 case number :174 coming from
→ :[3,18]
Similar case of level :1 case number :179 coming from
→ :[3,29]
true.

Fig.8. Example of fail return in the resolution process.

Therefore, the system tries to determine if a property of the current state satisfied a property of a known state, the current state plays the Role A and the known state the Role B. The system tries to establish that the current state has the properties to satisfy the definition of the known state. This is why authors call this kind of description Global definition. Here again, as expected the mechanism was validated and good results were found in accordance with the theory.

The second one is to increase the number of properties in the state compared to the original one. The idea tested here is to ensure that the abstraction mechanism works correctly and therefore, that the interpretation of the state by the user does not impact the global resolution if it satisfies the minimal description defined by the Global definition. For this test, authors create some states as copies of states coming from the knowledge base. Then authors add some properties to them to ensure that the generated states are not exact copies of existing ones. For example, state_1 has the following definition:

1. A relation_1 Concept1
2. A relation_2 Concept2
3. A relation_3 Concept3

A new state_2 can be created with the following definition:

1. A relation_1 Concept1
2. A relation_2 Concept2
3. A relation_3 Concept3
4. A relation_4 Concept4
5. A relation_5 Concept5

The first definition is included in the second one. Let define Def₁ the set of properties describing state_1 and Def₂ the set of properties describing state_2. The following assertions can be established:

\[
\begin{align*}
\text{Def}_1 & \subset \text{Def}_2 \\
\text{Def}_1 \text{ is true } & \not\Rightarrow \text{Def}_2 \text{ is true} \\
\text{Def}_1 \text{ is false } & \Rightarrow \text{Def}_2 \text{ is false} \\
\text{Def}_2 \text{ is true } & \Rightarrow \text{Def}_1 \text{ is true}
\end{align*}
\]

Therefore, the mechanism of comparison verifies that the definition of the current state is equal or including the definition of the state coming from the data base and after that all properties of this last state are verified by the current one. During the test where several problems have been submitted, all solutions have been found showing that the mechanism gives relevant results and therefore that a more complete description than the original one does not stop the resolution step.

The third test is the opposite of the second one. The idea is to propose to the system to solve states for which, compared to the states in knowledge base, some properties are missing. For the example of the second test, roles are reversed. This test tries to assess the answers of the system where the definition of the current state is incomplete to verify a known solved state. Therefore, authors submit different states deleting different parts of the definition. For all the tests, no known state coming from the level 0 has been found. Therefore, the system gives the most similar states found (Fig.8).

These results can be explained because known states found are common definitions from the level 1 or upper. However, the system describes in the previous part, returns the origins (real states) of the common definition with the lower level. Some of them are randomly selected and the solving process (not described in this paper) used them to estimate the generated product. The generated results are different. Some of them correspond to the original solution. However, others are unexpected and propose processes not very compatible with the original state. But, all the returned solutions are logic compared to the description of the current state. Finally, authors conclude that the proposed system works under the logic of Global definition (the fact that a Global definition is the minimal description of an object).

6. Discussion

The method detailed in this paper allows realizing some steps of a CBR system designed to generate new recovery processes for waste. In a first time, it permits describing the knowledge under two levels. The state represents a situation or a thing with a model based on connections using relations, concepts and numerical properties. This representation allows a flexible description of a situation and it allows representing a very wide variety of situation. The second level is the network composed by states and links or relations. It represents the relations between states and it is the level of problem resolution.

The proposed method does not store knowledge in a space for problems and another for solutions. There is only one containing the network of states and links. The CBR’s cases are generated by a set of inference mechanisms which define a part as problem and another as solution. This method allows modifying the status of a set of knowledge (problem or solution) during the same problem resolution.
The application of inference mechanisms permits enhancing the knowledge stored with use of taxonomies. The relations and concepts describing states or relations between states are more conceptualised. Therefore, it increases the possibilities to retrieve a similar case.

The proposed retrieve method is not common for traditional CBR system. Indeed, it does not measure a distance between two points of the knowledge space and does not use any weight or similarity values. The method is based on the assumption that a state encompasses the minimal set of properties needed to describe a situation. Therefore, a situation verifying all the properties of a state is considered as describing the same state. The classical CBR systems provide a minimum range set of properties. These sets describe problems and position them to each other. Almost, they are limited to the minimal set which allows doing this positioning used by the Retrieve step. However, the proposed description method links a set of properties to a major concept represented by a state, that is to say, a set describes a state which is a concept as an object or a waste. Therefore, the method tries to identify objects or concepts, whereas classical CBRs try to position the problems retrieve to each other. The retrieve method is based on this assumption. Structures of knowledge containing states and more conceptual and abstract states are building for each relation during the learning phase. These structures allow reducing the time of research, filtering the important properties for the relation and weighting them. Therefore, the method permits a retrieve CBR's step based on logical deduction.

The result of this method is the acquisition of a list of states ordered in decreasing similarity values. The inference mechanisms allow enhancing the flexibility of the research and permit considering as equal elements in different levels of description and enhancing the creativity of the CBR system by the realisation of original combinations of objects or concepts. These original combinations are a logical consequence of the mechanisms described in Section 5.2, i.e., a state or a part of a state can be considered as similar to a more conceptual or more abstract objet. Therefore, solutions which are not known to resolve the current problem can be applied to this state. As an example, a glass bottle can be considered as glass material and the glass material's solutions can be applied to the glass bottle. However, a glass bottle can be considered as a container like a wood box or a flower pot for example. Therefore some solutions applied to a box wood or to a flower pot can be used to resolve the glass bottle problem. Authors think that these kinds of reasoning can lead to creative processes.

In addition, a comparison between some methods found in the literature and the proposed method can be summarised. The main distinction is the fact that there is not a problem space and a solution space in the exposed method. The majority of CBR systems are based on this distinction which reduce the possibility of this kind of system. Moreover, the presented method contains some common elements with traditional CBR. As explain in the Section 2, Amailef and Lu (2013) use an ontology to improve the comprehension of a submitted problem and its representation. However, in the proposed method, the ontology contains all the information and it is the support of the generation of case. Therefore, the ontology evolves during the time. Another comparison is the similarity measure. The proposed measure is not based on a distance measure with the use of mathematical formula as in most of the CBR systems but if the submitted problem is a part of a real group of case or more conceptual groups. As for Xiong (2011), the method adapts by the creation of new groups, common definitions, and by the introduction of new concepts in the taxonomies. Finally, the flexibility to describe a case is a major distinction with a main part of CBR system presented in the literature review.

However, the proposed method has some limitations. As the knowledge is described by states and links, the method imposes that a problem can be described under this form. In the system a state has to describe a static situation in the intellectual approach of the problem resolution. In other words, a state has to represent a step in this resolution.

Another limitation is the main assumption of this method, i.e. the capacity to describe a situation with a minimal set of properties taking into account that all situations with these properties will be considered as similar. Whereas, it increases the creativity of the problem resolution, this point is also a limitation because it can consider equal two different situations because the description of the state is not strict enough and therefore it can lead to inconsistent association.

The use of taxonomies can also be a limitation in the CBR system. A taxonomy is a data structure where different concepts are organised in a hierarchical structure. However, this hierarchical structure determines an interpretation of the reality. This interpretation impacts and limits all the mechanisms using these taxonomies during the problem resolution phase and therefore, this phase is oriented to follow this interpretation. In other words, the use of taxonomies reduces the quantity of solution generated and requires a sharp knowledge on the application domain. In addition, this method needs to be able to create these taxonomies.

Finally, the realisation of this method raises different problems. To realise the retrieve part, the CBR system builds knowledge structure containing states and common definitions which are combination of the properties of these states. In addition, the combination of two states can produce different common definition allowing a kind of creativity and the inference mechanisms increase the number of possible combinations. Therefore, the number of common definition grows exponentially with the introduction of new states. In our application, for a number of 45 states described and 137 possible cases generated by inferences, the system during the learning phase produced around 5000 Common definitions. The structure's parameters, as the number of slices or the rate of mixing, are not optimally defined. The consequences of this is the tremendous computational time of the learning step. Also, this original number of possible usable cases is small (147) but the trajectories described share part of solutions or some common states. This sharing brings to light the possibilities of this presented method by a possible recombination of solutions and producing a creative process. Nevertheless, this method will be tested with a significant number of cases when a second version of this method will be developed.

Another difficult point is the possible random selection of the most similar known state. In fact, if under the logic of the system there is no doubt, it appears to be important to develop a good policy of selection depending of the resolving method. Thus, it can be interesting to select every known states from the lower level if the number of possible combinations is not important in the resolution process. On the contrary, the random selection can produce non-deterministic solving process and some good solutions may be lost.

Finally, another difficulty can appear if the state is described with a lot of slices. For example if a state is described where an object is composed by other objects defined with other objects or concepts, there are no problems during the research step. However, once a source case is selected from another level than the level 0, the mechanism of adaptation has to resolve a random mapping process because the satisfied common definition was done with the abstraction of some properties.

7. Conclusion and outlook

This paper deals with the similarity measures in CBR and also with the representation and memorisation of knowledge. Cases are not described with the classical feature-value representation, but
it proposes to describe them with a network structure. In the proposed method, knowledge is stored so that it enables the generation of dynamic case and the application of inference mechanisms. These mechanisms permit increasing the flexibility of the system's logic and therefore to give many original solutions. It also allows weighting the importance of some properties taking into account the context of the problem but also the kind of solution. To reach this goal two definitions of concepts are introduced which are the base of this method. Moreover, it presents a structure composed by common definitions which plays the role of indexation mechanism and filter. All these points enable to design a flexible CBR which can be used with very different kinds of problems. However, two limitations are identified. Firstly, to be able to describe the knowledge under the structure of state - relation - state where the properties of the situation or the object are contained in state. The second is to have several states linked with the same relation to provide the necessary elements to generate the structure composed by common definitions.

One way to improve this method is to reduce the number of concepts definitions represented by the system to not increase exponentially the time of the learning step. Another point should be the introduction of full ontology and not one limited to a taxonomy structure. Therefore, more developed inference mechanisms should be introduced to increase the possibilities of the system without reducing its flexibility.
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