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Abstract

New technology allows us to collect rich and voluminous data about refereeing — something that was not possible before. In this quantitative study we consider data about the dates of sending (i) suitable articles to BJET, (ii) the articles to referees, and (iii) when the referees’ reports are returned to the editor.

To do this we examined data from over 11,000 reports collected between 2005 (when BJET began using ScholarOne as its online editorial manager) and October 2014. We found most of the submissions and responses were made in the earlier part of the week, with some evidence of academics (and the editor) working on Sundays. We also found modest agreement between referees on the quality of individual papers.

Practitioner’s notes

What is already known about this topic?

• Editors vary in their methods of locating referees, and in their instructions to them concerning the amount of time they have for review, and how they should complete such reviews, e.g., by using comments, rating scales or check boxes. However, little is known about the effectiveness of these different methods.

• Reviewers vary in their time to referee papers, but again little is known about the causes of such variation and how it might affect their reports.

• There is only modest agreement between reviewers when they referee individual papers for inclusion in a journal.

• And there is little research on the effectiveness of different practices used and advocated by editors.
**What this paper adds**

- A review of the current literature in this field.
- A picture of editorial and reviewer practice at *BJET*. The data suggest that the editor of *BJET* assigns more manuscripts for review at the beginning than at the end of the week (some 20%), and that, similarly, reviewers and authors also submit their manuscripts early in the week. There is a blip on Sundays, however, showing that the editor, and 10% of the authors and referees work on Sundays. These different practices, however, appear to have little effect on the referees’ decisions for *BJET*. About 10% of the submitted papers are accepted for publication.

**Implications for practice and policy**

- Such studies need to be repeated to find out whether or not such findings occur with different-sized journals, different subject matters, and with editors using more traditional methods of selecting referees than *BJET*.
- Research with data from electronic publishing systems will help us gain information on many issues to do with academic publishing, such as how far referees agree, the critical number of referees required, and the characteristics of effective reviewers.

**Introduction**

New technology allows journal editors and publishers to collect and assess more data about submissions, referees’ reports, and referees’ recommendations than ever before (Fox & Burns, 2015; Hartley, 2012; Hartley & Cowan (submitted)). More can now be done, for example, on the following questions (just to list a few):

- Do journals using different refereeing systems report similar findings (Bormann & Daniel, 2010)?
- Do journals using only two referees (as opposed to three) report similar findings (Schultz, 2010)?
- Do journals offering incentives to reviewers to submit their reviews more quickly speed up reviewing times (Chetty, Saez & Sádor, 2014)?
- Do the private comments of referees to the editors influence the editor’s judgements (Anonymous, 2010; Bornmann, Weymuth & Daniel, 2010)?
- Are papers reviewed ‘blind’ (i.e. with the authors anonymised) treated more harshly by reviewers and, conversely, are papers subject to ‘open review’ treated more leniently? (Hames, 2007)
- Are papers reviewed by seasoned academics treated less harshly than those reviewed by novices (Callaham & Tercier, 2007)?
- Are papers with multiple authors cited more than papers with single authors (Gazni & Thelwall, 2014; Hartley & Cabanac, 2015)?
Are male referees (and editors) are more critical of female authors and vice versa (Ceci, Ginther, Kahn & Williams, 2014; Chibnik 2014)?

Are papers submitted to journals citing the journal’s editor in their text treated more kindly by the editors than papers that do not do so (Frandsen & Nicolasen, 2011; García, Rodriguez-Sanchez & Fdez-Valdivia, 2015; Sugimoto & Cronin, 2013)?

Using electronic databases we can now find out much more about how journals operate. In this present study, for example, we were able to examine a dataset proving information on 11,437 reports to the British Journal of Educational Technology (BJET) and on 4,024 manuscripts, courtesy of the editor and Wiley press.

For readers unaware of the peer review process of BJET, we need to note that BJET uses “peer choice” as its means of obtaining referees (Rushby, 2009). In this case the editor regularly distributes electronic copies of the abstracts from some 30 submissions or so to a panel of volunteer reviewers. The names of the authors are not revealed at this stage. This panel has over 500 members, but not all of them are active. Individual members of the panel can bid and prioritize up to three papers from this list that they would like to review. (If more than three referees bid to review the same paper, the editor decides which ones to ask.) These volunteers are then given up to 30 days to review their selected paper(s) (which now have named authors), and a reminder is sent after some 20 days or more if a review has not been received. The referees’ reports are anonymous as far as the authors are concerned. If no review is forthcoming, then the paper is re-allocated to another referee, or placed back in the next list of submissions, with an indication that this particular paper urgently needs reviewers. Peer-choice has an advantage for the editor in that he does not need to select different individual reviewers for every paper received, and an advantage for reviewers in that they choose to evaluate the papers on topics they feel most comfortable with.

Data

The dataset generated by ScholarOne comprises 11,457 lines containing the information shown in Figure 1. There are four main fields:

1. The manuscript ID (e.g., BJET-0042-Mar-2005-OMS) showing the month and year of the submission (March 2005) and the rank number of the manuscript in the year (42th paper received in 2005). Revisions are marked by suffixing the manuscript ID with R1, R2, and so on (e.g., BJET-0042-Mar-2005-OMS.R1 and BJET-0042-July-2005-OMS.R2). The type of the manuscript is one of the following:
   a. OMS: Original Manuscript (88.6%)
   b. COL: Colloquium (9.4%) (Non peer-reviewed papers. Not now available)
   c. REV: Review (1.6%)
   d. LET: Letter to the editor (0.3%)
   e. OBY: Obituary (0.1%)

2. Timestamps in GMT timezone of various events.
a. When the paper was submitted by the authors (Submission Date).

b. When the paper was sent for review to the referees by the editor, one line per referee (Date Reviewer Assigned).

c. When the review was returned by the referee (Date Score Sheet Completed).

Note that the dataset does not feature the location of ScholarOne users. Papers submitted by Asian authors (GMT+10) might well appear to have an earlier date with a GMT timestamp, while those from North America (GMT-8) might have a later date.

3. The reviewer’s recommendation:
   a. Accept
   b. Minor revision
   c. Major revision
   d. Reject and resubmit
   e. Reject

4. The status of the paper:
   • Accept
   • Assign Reviewers
   • Awaiting Reviewer Scores
   • Complete EO Processing
   • Major revision
   • Make EIC Decision
   • Minor Revision
   • Reject
   • Reject and Re-submit
   • Revision
   • Select Reviewers
   • Withdrawn
In this paper we report on our analyses of these data in terms of the days of the week in which articles are received, the days of the week in which reviewers are assigned to them, the time taken (in days) to receive the reviews, and the reviewers’ recommendations (i.e., 1, 2, and 3 above). The original BIET dataset and our calculations are published along with this paper as Online Supporting Information [electronic link to be inserted by the publisher].

Results

The dynamics of the BIET peer review process

First we asked, does the study of event dates (i.e., submission, assignment, and review) inform us about the dynamics of peer review in BIET? Is the workload uniformly distributed Monday to Friday, or are there more subtle variations?

Figure 2 shows the days of the week that authors submitted their papers to BIET (either the initial or a revised version, and the type of manuscript). It can be seen that the number of submissions (N = 6,130) declines slightly through the week, with Monday being the most frequent (18%). There is a lull on Saturdays (7%), and a slight resurgence on Sundays (9%).

Figure 2 – Distribution of the days of manuscript submission (N = 6,130)

Figure 3 shows the days of the week that the editor distributed the submitted papers to reviewers (N = 8,373 assignments to one reviewer). It can be seen that 40% were assigned by the beginning of
the week (Mondays and Tuesdays), with reducing numbers towards the end. The day least used for distributing the papers was Saturday (8%), although there was a slight resurgence on Sunday (10%). These figures do not reflect “desk rejects” (i.e., status “Reject” for manuscripts ID that do not contain the review round marker “.R”) called by the editor for 33.6% of all submitted papers, as no timestamp is associated with these records.

![Figure 3 – Distribution of the days of manuscript assignment to reviewers (N = 8,373)](image)

Figure 4 shows the days of the week that the referees submitted their reports (N = 8,270). This figure shows a similar distribution across weekdays to that of the editor. Half of these reports were submitted early in the first part of the week (Monday to Wednesday), with one-fifth of the reviews posted during the weekends.

![Figure 4 – Distribution of the days when reviews were posted on the editorial manager (N = 8,270)](image)

Studying the data from a more long term perspective, Figure 5 shows the pattern of submissions from January 2005–October 2014 (N = 6,130 papers of any type, initial submissions and revisions). The yearly number of submissions generally increased with two peaks of growth in 2006 (+70% with respect to 2005) and 2011 (+33% with respect to 2010). The data show no evidence of seasonal submission patterns as claimed by others (e.g., Shalvi, Bass, Handgraaf & De Dreu, 2010). The dip in 2012 probably reflects that Colloquium papers were no longer sought or published, because of their low citation rate and its adverse effect on the impact factor of the journal (personal communication from the editor).
Figure 5 – Distribution of submission dates of manuscripts between January 2005 and October 2014 (N = 6,130). Yearly number of submissions and growth with respect to the previous year are shown on top of the graph.

Inter-reviewer agreement

Next we assessed the agreement between reviewers by considering two groups of recommendations: positive ones (i.e., “Accept” and “Minor revision”) and negative ones (i.e., “Major revision,” “Reject and resubmit,” and “Reject”). Here we focused on “OMS” (original manuscripts) initial submissions and revised manuscripts. We computed the κ (kappa) inter-rater agreement coefficient (Fleiss, 1971) between the 2+ reviewers for each such paper (N = 3,215). Kappa ranges are usually interpreted according to the nomenclature introduced by Landis & Koch (1977, p. 165): −1.0 ≤ Poor < 0.0 ≤ Slight ≤ 0.2 ≤ Fair ≤ 0.4 ≤ Moderate ≤ 0.6 ≤ Substantial ≤ 0.8 ≤ Perfect ≤ 1.0. Thus there is a “fair agreement” (κ = 0.262) between the reviewers of OMS type papers submitted to the journal (Table 1).

Table 1 – Agreement between the reviewers of original manuscripts (i.e., submission type OMS) for each review turn. The kappa (κ) inter-rater agreement coefficient (Fleiss, 1971) is computed for manuscripts with at least two reviewers assigned.

<table>
<thead>
<tr>
<th>Review Turn</th>
<th>N manuscripts</th>
<th>N reviewers/manuscript</th>
<th>Inter-reviewer agreement κ value</th>
<th>Interpretation</th>
</tr>
</thead>
<tbody>
<tr>
<td>–</td>
<td>1,778</td>
<td>2.4</td>
<td>0.154</td>
<td>Slight</td>
</tr>
<tr>
<td>R1</td>
<td>979</td>
<td>2.5</td>
<td>0.275</td>
<td>Fair</td>
</tr>
<tr>
<td>R2</td>
<td>323</td>
<td>2.4</td>
<td>0.191</td>
<td>Slight</td>
</tr>
<tr>
<td>R3</td>
<td>105</td>
<td>2.5</td>
<td>0.167</td>
<td>Slight</td>
</tr>
<tr>
<td>R4</td>
<td>22</td>
<td>2.6</td>
<td>0.186</td>
<td>Slight</td>
</tr>
<tr>
<td>R5</td>
<td>6</td>
<td>2.6</td>
<td>0.074</td>
<td>Slight</td>
</tr>
<tr>
<td>R6</td>
<td>2</td>
<td>1.5</td>
<td>−0.333</td>
<td>Poor</td>
</tr>
<tr>
<td>All</td>
<td>3,215</td>
<td>2.4</td>
<td>0.262</td>
<td>Fair</td>
</tr>
</tbody>
</table>
Relationship between length of time for reviews to be completed and the severity of the recommendations

Finally, we looked for a relationship (if any) between the reviewers’ recommendations and the number of days for these recommendations to be reported to the Editor. To do this we considered the reviews of the 1,805 OMS manuscripts sent for the first time (i.e., not .R1, .R2, and so on). The boxplots in Figure 6 show no practical differences in the number of days taken to make a positive vs. a negative recommendation with a median of 23.7 days for both outcomes. Thus we found no relationship between the time taken for the reviews to be completed and the severity of the recommendations.

![Boxplots showing duration of time for reviews to be completed and severity of recommendations](image)

**Figure 6** – Number of days to report a positive recommendation (1- ACCEPT or 2 - MINOR REVISION) or a negative one (3 MAJOR REVISION, 4-REJECT AND RESUBMIT, or 5-REJECT) for the 1,805 OMS manuscripts submitted for the first time.

Discussion and Conclusions

The data provided above show no regular patterns in terms of submission, distribution, referee’s reports, and recommendations for BJET, and there is no evidence to show that referees’ reports submitted later are any different from those submitted earlier in terms of their recommendations. (Similar results were reported by Bornmann & Daniel, 2010, p. 73, Table 2).

 Nonetheless, our data do provide interesting evidence on other matters. For example, the data shown in Figure 5 provide further evidence against the view that it is better to write (in the summer) when it is hot and submit (in the winter) when it is not (Shalvi, Bass, Handgraaf & De Dreu, 2010). Data obtained from other journals also suggest that regular monthly submissions are more typical (Hartley, 2011).

Our results also provide support for another feature of academic writing that suggests that many authors (and editors) work at weekends. Most submissions were made on Monday, and there was strong evidence for authors and editors working on Sundays. These results are in line with those reported by Cabanac and Hartley (2013) and Campos-Arceiz, Koh, and Primack (2013), but they are possibly different in different cultures (Magnone, 2013; Wang, et al., 2012).
New technology thus allows us to explore in far more detail than before the quantitative aspects of journal publishing. Nonetheless, in future, these details need to be illuminated with other forms of analysis – involving qualitative measures. In other words we need to ask referees about why they adopt the procedures that they do, and what they feel about the whole process of reviewing.
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