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The Immersed Boundary Lattice Green Function method for External Aerodynamics
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In this paper, we document the capabilities of a novel numerical approach — the immersed boundary lattice Green’s function (IBLGF) method — to simulate external incompressible flows over complex geometries. This new approach is built upon the immersed boundary method and lattice Green’s functions to solve the incompressible Navier-Stokes equations. We show that the combination of these two concepts allows the construction of an efficient and robust numerical framework for the direct numerical and large-eddy simulation of external aerodynamic problems at moderate to high-Reynolds numbers.

I. Introduction

High-fidelity computational fluid dynamics (CFD) tools, such as direct numerical simulation (DNS) and large-eddy simulation (LES), constitute very attractive alternatives to more established RANS-based CFD approaches, and they can substantially improve the prediction of separated and turbulent flows. From this perspective, applications involving micro air vehicles (MAV) are likely to become within the reach of DNS in the next few years. Here, typical Reynolds numbers are of the order of thousands and tens of thousands. On the other hand, DNS within the context of civil and military aircraft aerodynamics is still to be unattainable for many years as the Reynolds numbers involved can range from few to more than twenty million. For these applications LES is required for the foreseeable future.

In order for these CFD tools to be adopted for engineering design, the underlying numerics must satisfy several requirements: accuracy, robustness, time-to-solution, geometrical flexibility, conservation, mimetic and topological properties of the numerical discretization are in fact crucial in order to achieve a ’physically’ accurate solution, especially at coarse mesh resolution. These requirements are significantly exacerbated when dealing with problems involving complex moving boundaries.

Many of the discretization strategies developed for DNS/LES calculations struggle to satisfy at least one of these essential requirements. For instance, traditional finite-difference methods are limited in terms of geometrical flexibility, whereas unstructured-mesh methods, such as spectral element approaches, although particularly tailored for unsteady aerodynamic problems in complex geometries, suffer from a lack of robustness, that can be aggravated when simulating bodies with prescribed (rigid-) body motion. In addition, traditional CFD solvers adopted in industry usually require large computational domains to avoid altering the flow physics due to blockage issues. This substantially increases the computational resources needed, and requires the practitioner to tune the dimensions of the domain for each simulation and use appropriate boundary conditions to avoid spurious reflections from the boundaries. Furthermore, commonly used body-fitted methods require a significant pre-processing effort in terms of mesh generation. This is typically a very time-consuming (although automated) task in the design pipeline, since the mesh must conform to some minimum quality requirements in order for the solver to produce a numerically accurate solution.
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The immersed boundary (IB) method offers potential advantages for external flows over moving and deforming surfaces by obviating the need for labor- and computationally intensive gridding and re-meshing efforts.\textsuperscript{6} However, IB methods have, to date, been primarily used to compute low Reynolds number flows, thus limiting their adoption to a wider set of applications. Indeed, there is a mantra within the CFD community that the many advantages that IB methods enjoy will not hold true at high Reynolds numbers. The idea that IB methods will become inefficient at high Reynolds numbers stems from the fact that in many variants of the IB method, including ours, only first-order accuracy (in space) is achieved in a region near the surface. Worse, it is not possible to resolve the thin boundary layers that exist at high Reynolds numbers by clustering points in the surface normal direction, since IB methods do not use body-fitted meshes. Without remedy, these features would indeed result in very poor scale up of IB methods to high Reynolds. The IB community is already working to prove the mantra wrong. Cut-cell and sharp interface methods can extend the IB treatment to second order accuracy,\textsuperscript{7} and adaptive mesh refinement (AMR) can cluster grid points in the thin boundary layers with similar efficiency as in body-fitted grids.\textsuperscript{8–10}

In this paper, we describe a novel numerical approach introduced by Liska and Colonius,\textsuperscript{1} the Immersed-Boundary Lattice-Green Function (IBLGF) method, and we show its capabilities for external incompressible aerodynamic problems at moderate Reynolds numbers. The IBLGF method is geometrically flexible, as it uses the IB formulation of the incompressible Navier-Stokes equations. The spatial discretization adopted is a second-order mimetic finite volume method on a staggered Cartesian grid, that permits the method to maintain crucial conservation properties and therefore to faithfully represent the underlying continuum physical problem. The novel concept adopted in the IBLGF method is however the use of lattice Green’s functions. These allow the computational domain to be restricted to regions that dictate the flow evolution, while naturally enforcing free-space boundary conditions. LGF-based approaches can be efficiently solved using fast multipole methods\textsuperscript{11} in combination with a projection technique that computes the solutions to the viscous integrating factor half-explicit Runge-Kutta (HERK) time integration scheme used to solve the velocity and the pressure of the flow.\textsuperscript{12} For a comprehensive overview of the IBLGF methodology and of the related concepts the interested reader can refer to Liska.\textsuperscript{13} This new framework can be complemented with LES models and AMR to simulate high-Reynolds number flow problems that are of primary interest in the aerospace industry, thus extending the range of capabilities of IB-based numerical technologies. In particular, we will highlight the use of the IBLGF code to perform DNS of low and moderate Reynolds number flows, for both non-moving and moving immersed bodies. The latter simulations are the first verification of the algorithm for immersed surfaces with non-rectilinear motion.

\section{II. Governing equations}

We consider the incompressible Navier-Stokes equations formulated in an IB framework. The IB treatment adopted here uses a distributed Lagrange multiplier method\textsuperscript{14–17} that is particularly tailored to computing flows around stationary and moving rigid bodies. The no-slip boundary conditions are introduced through an appropriate force vector $f_{\partial B}$ located along the surfaces $\partial B$ of the immersed body $B$, where the immersed surfaces are described in Lagrangian coordinates $X = X(\xi, t)$, with $\xi$ constituting the parameterization of the surfaces. The unknown forcing term $f_{\partial B}$ is then treated as a Lagrange multiplier which is added to the momentum equation. The system of equations to be solved assumes the following form

\begin{align}
\frac{\partial u}{\partial t} + u \cdot \nabla u &= -\nabla p + \frac{1}{\text{Re}} \nabla^2 u + \int_{\partial B} f_{\partial B}(\xi, t) \delta(X(\xi, t) - x) \, d\xi, \quad (1a) \\
\nabla \cdot u &= 0, \quad (1b) \\
\int_D u \delta(x - X(\xi, t)) \, dx &= u_{\partial B}(\xi, t), \quad (1c)
\end{align}

where $u = u(x, t)$ and $p$ denote the velocity vector and the pressure, respectively, $\text{Re}$ is the Reynolds number, $\delta$ represents the Dirac delta function, $x = x(t)$ denotes the spatial coordinates in the Eulerian domain $D$ and $u_{\partial B}(\xi, t) = \frac{\partial X}{\partial \xi}$ denotes velocity of the non-deformable immersed body $B$. We note that equation (1c) represents the no-slip condition on the immersed surface of the body $\partial B$, and the convolutions with the Dirac delta function in equation (1a) and (1c) allow the transfer of information between $\partial B$ and $D$. The velocity vector $u$ and the pressure are defined for all $x \in D$ and are subject to boundary conditions $u(x, t) \to u_\infty(t)$ as $|x| \to \infty$, where $u_\infty$ is the farfield velocity. Note also that the force vector $f_{\partial B}(\xi, t)$ is calculated such that the velocity $u(x, t)$ satisfies (1c).
When using LGF-based methods and non-deformable bodies moving in a quiescent fluid (e.g., a pitching airfoil or a rotating rotor), it is convenient to rewrite the IB formulation of the incompressible Navier-Stokes equations (1) in an accelerating frame of reference, but then using the velocity in the inertial frame of reference. The main reason behind this manipulation is due to the source terms arising from the accelerating frame of reference. Then the source terms can be incorporated into the pressure gradient and nonlinear terms and the boundary condition on the velocity at large distance from the body tends to zero, that is \( \mathbf{u}(x,t) \to 0 \) for \( |x| \to \infty \). The system of equations (1) in the new frame of reference and with the change of variables for the velocity becomes

\[
\frac{\partial \mathbf{u}}{\partial t} + \mathbf{u}_a \cdot \nabla (\mathbf{u}_a + 2 \Omega \times \mathbf{x}_a) = -\nabla q + \frac{1}{Re} \nabla^2 \mathbf{u} + \int_{\partial B} f_{\partial B}(\xi, t) \delta(\mathbf{X}(\xi, t) - \mathbf{x}) \, d\xi, \\
\nabla \cdot \mathbf{u} = 0,
\]

\[
\int_D \mathbf{u} \delta(\mathbf{x} - \mathbf{X}(\xi, t)) \, d\mathbf{x} = \mathbf{u}_{\partial B,a}(\xi, t) + \mathbf{u}_r(\mathbf{X}, t).
\]

In equation (2), \( \mathbf{x}_a = \mathbf{x} - \mathbf{R}(t) \) represents the position vector of a point relative to the origin of the accelerating-frame coordinates. The accelerating-frame coordinates are centered around \( \mathbf{R}(t) \), translate with velocity \( \mathbf{U}(t) = [\frac{d\mathbf{R}}{dt}](t) \) and rotate (with respect to \( \mathbf{R}(t) \)) with angular velocity \( \Omega(t) \). The vector \( \mathbf{u}_a = \mathbf{u}(x, t) - \mathbf{u}_r(x_a, t) \) denotes the velocity in the accelerating reference frame, where \( \mathbf{u}_r = \mathbf{U}(t) + \Omega(t) \times \mathbf{x}_a \) is the velocity of a point in the accelerating reference frame relative to the inertial frame. The scalar \( q(x, t) \) is a pressure-like quantity that can be related to the inertial-frame pressure up to an arbitrary time-dependent constant, using \( q(x, t) = p(x, t) - \frac{1}{2} |\mathbf{u}_r(x_a, t)|^2 \). The operators \( \delta(\partial B(t), f_{\partial B}, \mathbf{x}) \) and \( \delta(\partial B(t), \mathbf{u}, \xi) \) denote the \( \delta \)-convolutions in equation (1). Finally, the vectors \( \mathbf{X}_a(\xi, t) = \mathbf{X}(\xi, t) - \mathbf{R}(t) \) and \( \mathbf{u}_{\partial B,a}(\xi, t) = \mathbf{u}_{\partial B}(\xi, t) - \mathbf{u}_r(\mathbf{X}_a(\xi, t), t) \) represent the position and velocity of a point on \( \partial B(t) \) in the accelerating frame of reference. Also, note that we used the same symbols for the differential operators as in equation (1) for simplicity of notation.

The IBLGF solver used in this paper implements both formulations. In the next section, without loss of generality, we will focus on equation (2).

### III. The Immersed Boundary Lattice-Green Function method

The system of equations (2) is formally approximated in space by using a second-order (mimetic) finite-volume (FV) method on an unbounded staggered Cartesian grid. The spatially-discretized system is then recast into a discrete algebraic equation of index 2 (DAE-i2) by using an integrating factor technique. The DAE-i2 system is discretized in time by means of a half explicit Runge-Kutta (HERK) method and solved through an exact fractional step technique.

In this section, we briefly describe the IBLGF method following closely Liska and Colonius. In particular, in subsection [III.A] we focus on the spatial discretization, in subsection [III.B] we outline the integrating factor technique and the construction of the DAE-i2 system and in subsection [III.C] we describe the key steps to solve the system of fully discrete equations. In addition, in subsection [III.D], we highlight the ability of the code of restricting the computational domain to regions that dictate the flow evolution.

#### III.A. Semi-discrete formulation

The spatial discretization is obtained via a mimetic FV method that employs a staggering of the variables, where the pressure-like term is defined at the cell center, the velocity is located at the center of the faces constituting a given cell and the vorticity along the edges. A schematic representation of a cell of the mesh is depicted in figure [1]. The notation adopted to define the mesh object \( Q \) whose a given grid function \( g \) belong to is \( g \in Q := \{ \mathcal{V}, \mathcal{E}, \mathcal{F}, \mathcal{C} \} \), where \( \mathcal{V} \) denotes vertices, \( \mathcal{E} \) denotes edges, \( \mathcal{F} \) denotes faces and \( \mathcal{C} \) denotes cells.

As a direct consequence of the staggering, the differential, regularization and interpolation operators can act on the various mesh objects \( \mathcal{V}, \mathcal{E}, \mathcal{F}, \mathcal{C} \) and can eventually produce a resulting quantity that belongs to a different mesh object. The notation adopted in this case for a generic operator \( T \) that operates on a grid function \( g_1 \in \mathcal{C} \) and produces a grid function \( g_2 \in \mathcal{F} \) is \( T : \mathcal{C} \to \mathcal{F} \). In table [1], we report the definition of the differential continuous and discrete counterparts of the operators necessary to define system (2). By
using the conventions just defined, the semi-discrete form of equation (2) becomes

$$\frac{du}{dt} + N(u,t) = -Gq + \frac{1}{Re} L_F u + [R(t)]f_{\delta B},$$  \hspace{1cm} (3a)

$$\bar{D} u = 0,$$ \hspace{1cm} (3b)

$$[E(t)]u = u_{\delta B},$$ \hspace{1cm} (3c)

where \(u \in \mathbb{R}^F\) and \(q \in \mathbb{R}^C\) are the discrete counterparts of the velocity and pressure-like variables, \(R\) and \(E\) are the regularization operators and the interpolation operators deriving from the discretization of the \(\delta\)-convolutions in the system of equations (2) and \(f_{\delta B}\) and \(E_{\delta B}\) are the discrete forcing term located along the surface of the immersed body and the velocity of the immersed body, respectively. The interpolation and regularization operators adopted in this work are adjoints under the standard inner product, so that \(E = \kappa (R^t)\), where \(\kappa\) is a scalar factor depending on the grid-cell size. Note that \(G : \mathbb{R}^C \rightarrow \mathbb{R}^F\), \(D : \mathbb{R}^F \rightarrow \mathbb{R}^C\) and \(L_F : \mathbb{R}^F \rightarrow \mathbb{R}^F\).

Also, in the following, we will make use of \(L_Q : \mathbb{R}^Q \rightarrow \mathbb{R}^Q\), with \(Q \in \{C, \mathcal{E}, \mathcal{V}\}\), \(\mathcal{G} : \mathbb{R}^Y \rightarrow \mathbb{R}^\mathcal{Y}\), \(C : \mathbb{R}^F \rightarrow \mathbb{R}^\mathcal{E}\) and \(\mathcal{C} : \mathbb{R}^\mathcal{E} \rightarrow \mathbb{R}^F\).

The discrete operators reported in Table 1 and used in equation (3) satisfy specific topological and mimetic properties, given the staggered grid adopted. These properties are summarized below

<table>
<thead>
<tr>
<th>Operator Continuous</th>
<th>Discrete</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gradient (\nabla)</td>
<td>(\mathcal{G})</td>
</tr>
<tr>
<td>Divergence (\nabla \cdot)</td>
<td>(D)</td>
</tr>
<tr>
<td>Curl (\nabla \times)</td>
<td>(C)</td>
</tr>
<tr>
<td>Laplacian (\nabla^2)</td>
<td>(L)</td>
</tr>
<tr>
<td>Regularization (f_{\delta B}(\delta(x - \mathbf{x}))dx)</td>
<td>([R(t)]u)</td>
</tr>
<tr>
<td>Interpolation (f_{\delta B}(E(t, \mathcal{Y})</td>
<td>\delta(X - \mathcal{X})</td>
</tr>
<tr>
<td>Convection (u_{\mathcal{A}} \cdot \nabla(u_{\mathcal{A}} + 2\mathbf{G} \times \mathbf{x}))</td>
<td>(N(u))</td>
</tr>
</tbody>
</table>

Table 1. List of operators adopted in both continuous and discrete form.

and are extensively used throughout the formulation of the method. The choice of this spatial discretization provide a numerical scheme that is (i) second-order accurate in space for all the differential operators, (ii) conserves momentum, kinetic energy and circulation in absence of viscosity.

For facilitating its practical implementation, it is convenient to rewrite equation (3) as follows

$$\frac{du}{dt} + \bar{N}(u,t) = -Gd + \frac{1}{Re} L_F u - |E(t)|^T E_{\delta B},$$ \hspace{1cm} (5a)

$$\bar{D} u = 0,$$ \hspace{1cm} (5b)

$$[E(t)]u = u_{\delta B}.$$ \hspace{1cm} (5c)

In equation (5), we subtracted \(\frac{1}{2}\)GP\((u - u_t)\) from both sides of equation (3), such that \(\bar{N} = N(u, t) - \frac{1}{2}\)GP\((u - u_t)\) with \(u_t = u_t(x_F(n), t)\) and \(d = q + \frac{1}{2}\)P\((u - u_t)\). Note that \(P(u)\) is a discrete approximation of \(|v|^2\). Therefore, the nonlinear term in equation (5), \(\bar{N}\), is a discrete approximation of \(u_{\mathcal{A}} \cdot \nabla(u_{\mathcal{A}} + 2\mathbf{G} \times \mathbf{x}) - \frac{1}{2} \nabla|u_{\mathcal{A}}|^2\) and it decays faster than \(N\) at large distances from the immersed body.

III.B. Integrating factor technique and time-integration

We now transform system (5) into a DAE-\(\epsilon\)2. This step is achieved by using an integrating factor technique that uses, as discrete integrating factor \(H_Q\), the solution of the discrete heat equation \(\frac{dh}{dt} = cL_Q h\), that
is $H_Q(t) = E_Q\left(\frac{\bar{\lambda}_S - \lambda_{S-1}}{\Delta x^2 Re}\right)$. Applying this solution technique and the two transformations $v = [H_F(t)]u$, $b = H_C(t)d$ to equation (5), we obtain:

$$\frac{dv}{dt} + [H_F(t)]\tilde{N}([H_F^{-1}(t)]v, t) = -Gb - [H_F(t)][E(t)]t_{\partial B},$$

$$G^tv = 0,$$

$$[E(t)][H_F^{-1}(t)]v = u_{\partial B},$$

where $f_{\partial B} \to -(\Delta x)^2 \tilde{t}_{\partial B}$. Note that we used the commutativity properties of the Laplacian operators and integrating factors when used in combination of the unbounded staggered Cartesian grid adopted here. The system in (6) constitutes a DAE-i2 system that can be efficiently approximated in time through an s-stage HERK scheme.

In particular, we define the s-stages of the HERK scheme using the superscript $i$ and we use the subscript $k$ to indicate time $t_k = k\Delta t$, where $\Delta t$ is the time-step. If we now group the constraint variables (i.e. Lagrange multipliers), the right-hand side and the operators together as follows:

$$\lambda_k^i = \begin{bmatrix} \frac{d_k}{t_{\partial B}} \\ t_{\partial B} \end{bmatrix}, \quad \zeta_k^i = \begin{bmatrix} 0 \\ u_{\partial B} \end{bmatrix}, \quad Q_k^i = \begin{bmatrix} G & [E(t_k)]^i \end{bmatrix},$$

and we introduce the following variables:

$$u^i_k(n) = E_F\left(\frac{-\bar{c}_i \Delta t}{(\Delta x^2)Re}\right)\mathbf{v}_k(n), \quad d^i_k(n) = E_F\left(\frac{-\bar{c}_i \Delta t}{(\Delta x^2)Re}\right)\mathbf{b}_k(n),$$

the $k$-th time-step of the IF-HERK algorithm to integrate equation (6), reads:

1. initialize: set $u^0_k = u_k$ and $t^0_k = t_k$.

2. multi-stage: for $i = 1, 2, \ldots, s$, solve the linear system:

$$\begin{bmatrix} (H_F^i)^{-1} & Q_k^{i-1} \\ Q_k^{i-1} & 0 \end{bmatrix} \begin{bmatrix} u_k^i \\ \lambda_k^i \end{bmatrix} = \begin{bmatrix} r_k^i \\ \zeta_k^i \end{bmatrix},$$

where

$$H_F^i = E_F\left(\frac{\bar{c}_i - \bar{c}_{i-1}}{\Delta x^2 Re}\right), \quad r_k^i = h_k^i + \Delta t \sum_{j=1}^{i-1} \tilde{a}_{ij}w_k^{ij} + g_k^i,$$

$$g_k^i = -\tilde{a}_{in} \Delta t \mathbf{N}(u_k^{i-1}, t_k^{i-1}), \quad t_{k+i} = t_k + \bar{c}\Delta t.$$  

Variables $h_k^i$ and $w_k^{ij}$ are computed recursively for $i > 1$ and $j > 1$ using the following relations:

$$h_k^i = H_F^{i-1}h_k^{i-1}, h_k^1 = u_k^0,$$

$$w_k^{ij} = H_F^{i-1}w_k^{i-1,j}, w_k^{ii} = (\tilde{a}_{in} \Delta t)^{-1}(g_k^i - Q_k^{i-1}\lambda_k^i).$$

3. finalize: set $u_{k+1} = u_{k+1}^0$, $\lambda_{k+1} = (\tilde{a}_{s,s} \Delta t)^{-1} \lambda_k^s$, and $t_{k+1} = t_s^k$.

The solution of equation (9) is expected to be the most computationally expensive operation. A fast technique to solve it needs therefore to be adopted in order to reduce the computational costs of the algorithm. This is discussed in the next subsection.

### III.C. Fast solution of the linear system

The solution of equation (9) is achieved through an exact (free of splitting errors) projection technique. This can be viewed as an operator-block decomposition, that, in our specific case is a matrix-block LU decomposition.
In particular, we rewrite equation (6) in matrix form for a given $k$-th time-step and $s$-th stage of the IF-HERK algorithm

$$
\begin{bmatrix}
H_{r_{\ell}}^{-1} & G & (E_{k}^{-1})^t \\
G^t & 0 & 0 \\
E_k^t & 0 & 0
\end{bmatrix}
\begin{bmatrix}
u_k^t \\
d_k^t \\
\hat{f}^t_{\partial B_k}
\end{bmatrix}
= 
\begin{bmatrix}
r_k^t \\
0 \\
\hat{u}_{\partial B_k}^t
\end{bmatrix}
\quad (14)
$$

where $\hat{d}_k^t/d_k^t = \hat{f}^t_{\partial B_k}/\hat{f}^t_{\partial B_k} = \hat{a}_{ss}$ and $M_k^t$ is generally a non-symmetric matrix that cannot be symmetrized as the image of the regularization operator $(E_k^{-1})^t$ and of the interpolation operator $E_k^{-1}$ are different. Note that the non-symmetry of $M_k^t$ is typical of DAE-12 system with time-dependent time-constraints (in our case the immersed surface can rotate/translate, thus the associated constraint is time-dependent). In the case of non-moving immersed rigid bodies, instead, matrix $M_k^t$ is symmetric. The nested projection technique for the solution of equation (14) reads as

$$(H_{r_{\ell}})^{-1}u^* = \hat{r}_k^t, \quad \text{(solve for intermediate velocity),} \quad (15a)$$

$$G^tH_{r_{\ell}}Gd^* = G^t\hat{a}_{\ell}^*, \quad \text{(solve for intermediate pressure),} \quad (15b)$$

$$S_k^t\hat{f}_{\partial B_k} = E_k^t[u^* - H_{r_{\ell}}Gd^*] - u_{\partial B_k}^t, \quad \text{(solve for intermediate IB forces),} \quad (15c)$$

$$\hat{f}_{\partial B_k}^t = \hat{f}_{\partial B_k}^t, \quad \text{(update forces),} \quad (15d)$$

$$\hat{d}_k^t = d^* - (G^tH_{r_{\ell}}G)^{-1}G^tH_{r_{\ell}}(E_k^{-1})^t\hat{f}_{\partial B_k}^t, \quad \text{(correct pressure),} \quad (15e)$$

$$u_k^t = u^* - H_{r_{\ell}}[Gd_k^t + E_k^{-1}\hat{f}_{\partial B_k}^t], \quad \text{(correct velocity),} \quad (15f)$$

where

$$S_k^t = E_k^t[H_{r_{\ell}}^t]_\ell - G(G^tH_{r_{\ell}}G)^{-1}G^tH_{r_{\ell}}(E_k^{-1})^t,$$

is the (force) Schur complement of the LU decomposition of equation (14), with $I_\ell$ being the identity operator for $\mathbb{R}^\ell$. Equation (15) makes use of an operator-block LU decomposition of $M_k^t$. In the above equations it is necessary to solve discrete Poisson-like problems - see for instance equation (15b) and (15c). By using the mimetic, orthogonality and commutativity properties of the discrete operators shown in equation (4), the nested projection technique in equation (15) reduces to the following form

$$L_Cd^* = -G^t\hat{r}_k^t, \quad (17a)$$

$$S_k^t\hat{f}_{\partial B_k} = E_k^t[H_{r_{\ell}}^t][\hat{r}_k^t - G^t\hat{d}^*] - u_{\partial B_k}^t, \quad (17b)$$

$$\hat{d}_k^t = d^* + L_C^{-1}G^t(E_k^{-1})^t\hat{f}_{\partial B_k}^t, \quad (17c)$$

$$u_k^t = H_{r_{\ell}}^t[\hat{r}_k^t - Gd_k^t - (E_k^{-1})^t\hat{f}_{\partial B_k}^t], \quad (17d)$$

with the associated Schur complement being simplified to the following relation:

$$S_k^t = E_k^t[H_{r_{\ell}}^t + G(H_k^t)^{-1}L_C,R]_\ell.$$

The efficient solution of equation (17) is obtained using an LGF fast multipole method (FMM) that uses flexible source and target regions. The LGF-FMM-based solution procedure permits in fact the confinement of active regions to a small neighbourhood around the support of the discrete delta functions defined along the immersed surfaces. This is particularly relevant for the calculation of the Schur complement $S_k^t$ and of the operators $E_k^tH_{r_{\ell}}$ and $L_C^{-1}G^t(E_k^{-1})^t$. The adaptive source/target region refinement plays a crucial role in reducing the operation count when compared to schemes that do not limit the source and target regions of elliptic problems.

The LGF-FMM procedure adopted here is based on the solution of the $\ell^{th}$-point discrete Laplacian, $L$, for the following representative problem:

$$[Lz](n) = y(n), \quad \text{supp}(y) \subseteq D \quad (19)$$

where $z$ and $y$ belong to $\mathbb{R}^C$ and $\mathbb{R}^V$, respectively, $D$ is bounded region in $\mathbb{Z}^3$. The procedure for solving the discrete Poisson problem in equation (19) using the discrete LGF of the linear operator $L$ is identical to
the procedure for solving free-space Poisson problems using the continuous LGF or fundamental solutions of \( \nabla^2 \), that is \( \frac{1}{4\pi|x|} \). This is based on the convolution of the discrete right-hand side of equation (19) with the discrete Green’s functions:

\[
\mathbf{z}(\mathbf{n}) = [\mathbf{G}^r \ast \mathbf{y}](\mathbf{n}) = \sum_{\mathbf{m} \in D} \mathbf{g}_k(\mathbf{n} - \mathbf{m})\mathbf{y}(\mathbf{m}),
\]

where \( \mathbf{G}^r \) is the LGF of the 7th-point discrete Laplacian, \( \mathbf{L} \).

The calculation of equation (17b) is probably the most expensive step of the nested projection technique. Its practical solution can be either obtained through dense linear algebra techniques or via iterative methods. In case of iterative methods, suitable options include: (i) the conjugate gradient method, tailored for symmetric \( \mathbf{S}_k \) — i.e. that is when the immersed body is rigid and non-moving — and (ii) the generalized minimal residual method (GMRES), useful when matrix \( \mathbf{S}_k \) is non-symmetric — i.e. that is in the more general case of a moving body. The dense linear algebra route can be convenient when the immersed body is rigid and non-moving. In this case, the computation of \( \mathbf{S}_k \) is just a pre-processing step that consist of Cholesky decomposition of \( \mathbf{S}_k \) = \( \mathbf{C} \), that is \( \mathbf{C} = \mathbf{LL}^T \). This is then reused to evaluate \([f_{\partial\mathbf{B}}] = f_{\partial\mathbf{B}} = \mathbf{L}^{-1}\mathbf{L}^{-1}\mathbf{r} \).

### III.D. Domain adaptivity

As briefly mentioned above, IBLGF restricts the formally unbounded computational domain \( D \) to regions that dictate the flow evolution. This feature is achieved by limiting all operations to a finite computational grid, also referred to as active computational domain or region, obtained by removing grid cells from the original unbounded computational domain. The cells removed are those that, up to a certain prescribed threshold, do not affect the evolution of the flow field. In particular, the ability of removing cells in this way is a direct consequence of the vorticity, \( \omega = \nabla \times \mathbf{u} \), decaying exponentially at large distances from the immersed body. If, for instance, we consider the solution of equation (17a), this is obtained as

\[
\mathbf{d}^*(\mathbf{m}) = [\mathbf{G}^r \ast \mathbf{y}](\mathbf{m}), \quad \mathbf{y}(\mathbf{m}) = [-\mathbf{G}^r r_k^*](\mathbf{m}).
\]

In equation (21), the term \( \mathbf{G}^r r_k^* \) is a discrete approximation of the divergence of the Lamb vector \( \nabla \cdot \ell \) at \( t = k\Delta t \), where \( \ell = \omega \times \mathbf{u} \), while \( m \) denotes the generic discrete location \( m = (p, q, r) \). Therefore, since \( \omega \rightarrow 0 \) at large distances from the immersed body, it follows that also \( \nabla \cdot \ell \) and its discrete counterpart \( \mathbf{G}^r r_k^* \) become exponentially small. The domain on which the induced field of equation (21) is calculated is finite and consists of the flow region where \( \mathbf{G}^r r_k^* \) is greater than a given positive number (threshold) \( \epsilon \). The truncation of the domain using the assumption that the vorticity decays exponentially at large distances from the body induces a discretization error that can be controlled via the arbitrary threshold \( \epsilon \), that dictates the dimensions of the finite domain. While using the procedure just outlined, it is necessary to refresh the discrete velocity \( \mathbf{u} \) using the discrete vorticity \( \mathbf{w} = \mathbf{C}\mathbf{u} \), where \( \mathbf{C} \) is the discrete curl operator defined in table 1, in order to obtain a consistent velocity field.

The practical implementation of the domain adaptivity is accomplished by partitioning the formally unbounded domain into a given number of equally sized blocks, \( B(\mathbf{m}) = B_{pqr} \). Each block \( B_b \) is a Cartesian mesh composed by \( n_b^{3} \) cells, where we assume blocks that have identical number of cells, \( n_b \), in the three orthogonal directions and where \( D_{\infty} = \cup_{p,q,r=1}^{N_{x,y,z}} B_{pqr} \) is the active computational domain. The latter, in turn, is composed by three nested subdomains, \( D_{\text{supp}} \subseteq D_{\text{soln}} \subseteq D_{\infty} \). The first, \( D_{\text{supp}} \), is the union of blocks that define the support of the discrete Poisson problem — e.g. equation (21). The second, \( D_{\text{soln}} \), corresponds to the union of blocks tracking the solution fields \( \mathbf{u} \) and \( \mathbf{d} \). Finally, the third is a union of blocks surrounding \( D_{\text{soln}} \). We additionally define the \( D_{\text{buff}} \) that is the union of blocks belonging to \( D_{\infty} \) but not to \( D_{\text{soln}} \), that is \( D_{\text{buff}} = D_{\infty} \setminus D_{\text{soln}} \). We also introduce a “mask operator” \( \mathcal{M}_{\mathbf{Q}} : \mathbb{R}^\mathbb{Q} \rightarrow \mathbb{R}^\mathbb{Q} \) defined as

\[
[\mathcal{M}_{\mathbf{Q}} \mathbf{q}](\mathbf{m}) = \begin{cases} 
\mathbf{q}(\mathbf{m}), & \mathbf{q}(\mathbf{m}) \in \text{ind}[B] \text{ and } B(\mathbf{m}) \in D_{\gamma}, \\
0, & \text{otherwise}
\end{cases}
\]

where, \( \text{ind}[B] \) is the list of all indices of the unbounded Cartesian grid associated with block \( B \). The mask operators are used to formally define a operations performed on mesh object \( \mathbf{Q} \) and domain \( D_{\gamma} \). For instance, the operation \( \mathbf{GD} \) over the domain \( D_{\text{soln}} \) is written as \( \mathcal{M}_{\mathbf{Q}^T \mathbf{G}} \mathcal{M}_{\mathbf{Q}^T \mathbf{Q}} \).

The first step to construct the adaptive domain algorithm is to define how the support or source domain \( D_{\text{supp}} \) and the solution or target domain \( D_{\text{soln}} \) are identified. In this regard, we consider a function \( W \),
referred to as weight function, that maps an unbounded set of blocks — e.g. $D_\infty$ — to an unbounded set of positive scalars defined on the grid, referred to as thresholds. By using the function $W$ just introduced, the support and solution domains are defined as follows

\[
D_{\text{supp}} = \{ B(m) : |W_{\text{supp}}(D_\infty)(m)| > \epsilon_{\text{supp}}, \ m \in \mathbb{Z}^3 \}, \tag{23a}
\]

\[
D_{\text{soln}} = \{ B(m) : |W_{\text{soln}}(D_\infty)(m)| > \epsilon_{\text{soln}}, \ m \in \mathbb{Z}^3 \}. \tag{23b}
\]

The weight chosen for $W_{\text{supp}}$ is such that it reflect the magnitude of the vorticity $Cu$ and of the nonlinear term $G^T \tilde{N}(u - u_\infty)$ over a given block $B(m)$. More specifically, the IBLGF solver uses the following weight functions:

\[
W_{\text{supp}}(D_\infty)(m) = \max(\mu(m)/\mu_{\text{global}}, \nu(m)/\nu_{\text{global}}), \tag{24}
\]

where

\[
\mu = \max_{s \in \text{ind}[B(m)]]} |Cu(m)|, \quad \mu_{\text{global}} = \max_{m \in \mathbb{Z}^3}(\mu(m)), \tag{25a}
\]

\[
\nu = \max_{s \in \text{ind}[B(m)]} |G^T \tilde{N}(u - u_\infty)(m)|, \quad \nu_{\text{global}} = \max_{m \in \mathbb{Z}^3}(\nu(m)). \tag{25b}
\]

As the solution evolves over time, the domains $D_{\text{supp}}$ and $D_{\text{soln}}$ also change, providing an adaptation of the domain that mirrors the magnitude of the vorticity as defined in equation (24) and (25). In particular, non-negligible source terms are prevented from being advected or diffused outside $D_{\text{supp}}$ by recomputing and, when necessary, reinitializing the active domain at the beginning of a given time-step. Note that the tolerances chosen $\epsilon_{\text{supp}}$ and $\epsilon_{\text{soln}}$ affect the accuracy of the simulation, as they dictate the dimension of the computational domain.

The successive steps consist of refreshing the discrete velocity from the discrete vorticity and proceed with the time-integration in order to compute the solution at the next time-level. Some of the algorithmic and implementation details were omitted here for the sake of brevity. The interested reader can refer to Liska.\textsuperscript{13}

IV. Results

In this section, we document the capabilities of the code for both moving and non-moving bodies.

IV.A. Flow past a non-moving axisymmetric bluff body

We consider a flow past an axisymmetric bluff-body at relatively low Reynolds numbers. The geometry is relevant to the automotive industry, as it can be used to investigate the properties of the three-dimensional wake and its influence on the drag. Of particular interest in this case is the presence of a sequence of bifurcations that define different wake regimes. In the following, we perform a qualitative comparison with the results presented by Rigas et al.\textsuperscript{18} for three Reynolds numbers. The wake, for each Reynolds number, presents a reflectional symmetry (i.e. symmetry with respect to a single plane) and produce a steady (Re = 550), a periodic (Re = 600) and an aperiodic (Re = 800) behavior, respectively. A summary of the parameters adopted for the test cases considered is reported in table 2.

<table>
<thead>
<tr>
<th>Re</th>
<th>Wake</th>
<th>$h$</th>
<th>$\epsilon_{\text{supp}}$</th>
<th>$ds$</th>
<th>$dt$</th>
<th>Re$_h$</th>
</tr>
</thead>
<tbody>
<tr>
<td>550</td>
<td>Steady/reflectional symmetry</td>
<td>0.0255</td>
<td>0.0025</td>
<td>0.051</td>
<td>0.0085</td>
<td>14</td>
</tr>
<tr>
<td>600</td>
<td>Periodic/reflectional symmetry</td>
<td>0.0233</td>
<td>0.0025</td>
<td>0.047</td>
<td>0.0078</td>
<td>14</td>
</tr>
<tr>
<td>800</td>
<td>Aperiodic/reflectional symmetry</td>
<td>0.0175</td>
<td>0.0025</td>
<td>0.035</td>
<td>0.0058</td>
<td>14</td>
</tr>
</tbody>
</table>

Table 2. Parameters adopted and wake characteristics for the three flow regimes investigated. In the table, $h$ represent the flow mesh spacing, $\epsilon$ is the tolerance adopted for the adaptivity algorithms, $ds$ is the immersed body mesh spacing, $dt$ is the time-step and Re$_h$ is the grid Reynolds number computed as Re$_h = u_\infty h/\nu = h$ Re, where $\nu$ is the kinematic viscosity and $u_\infty$ is the free-stream velocity.

The geometry and surface body mesh of the axisymmetric bluff body is depicted in figure 2. It is possible to see the equally-spaced nature of point distribution of the mesh, aspect that is required by the IBLGF solver. The mesh was obtained using the freely available “distmesh” software, that solves for the equilibrium
of a truss structure, thereby producing an equally-spaced node distribution. We interfaced the original code (written in Matlab) with the IBLGF framework via Python in order to provide a robust and efficient mesh-generation workflow for the IBLGF solver.

![Image of a truss structure](image)

Figure 2. (a) and (b): Side and front views of the mesh for the axisymmetric bluff body. (c): Corresponding immersed boundary grid points.

The test case considered here corresponds to a length-to-diameter ratio \( L/D = 6.48 \). The nose of the axisymmetric bluff body is described by a superellipse and its aspect ratio \( AR = A/D \) is equal to 1.

In figure 3, we show the comparison of streamwise vorticity isocontours, \( \omega_x = \pm 0.05 \), between the original results by Rigas et al. (subfigure 3-(a)) and those obtained using IBLGF (subfigure 3-(b)). The comparison indicates a good agreement for the first two cases (Re = 550 and 600), while some discrepancies can be observed for the third case (Re = 800). These are most likely due to the aperiodic regime that is affected by the initial transient. In our simulations, we used an impulsive start from a uniform flow, while Rigas et al. restarted the simulation from a solution at a lower Reynolds number. Note also that the results obtained using IBLGF are noisier on the body surface, as expected due to the IB treatment adopted.

A final important remark is the number of elements used for the simulation. This was in fact significantly larger than more traditional CFD tools that, because of the body-fitted grid, can exploit a finer mesh in proximity to the bluff body and a coarser mesh farther away. In the case of IBLGF, the flow mesh is uniform and therefore constrained by the resolution required by the boundary layer in proximity to the body. This resulted in an extremely fine mesh in regions of the wake very far downstream, where the number of elements required is significantly less. Specifically, the number of cells was equal to 16 million for Re = 550, to 18 million for Re = 600 and to 34 million for Re = 800. A comparison between the mesh adopted in Rigas et al. and the one adopted by IBLGF is illustrated in figure 4. This aspect emphasizes the need for AMR for the IBLGF solver that is currently under development.
IV.B. Flow past moving bodies

IV.B.1. Rotating sphere

In this section, we present the first verification of the code for immersed bodies subject to non-rectilinear motion. The test case consists of a flow (aligned with the $x$-direction) past a sphere that is rotating at a velocity $\omega = 0.5$ with respect to the $x$-axis. The Reynolds number adopted is $Re = 250$. A non-rotating sphere is also shown to emphasize the difference in terms of drag coefficient between the moving and non-moving case. The results are compared against those obtained by Kim & Choi.\textsuperscript{20}

The details of the simulations are reported in table 3, while the IB mesh along with the initial and final flow domains are depicted in figure 5.

<table>
<thead>
<tr>
<th>Flow configuration</th>
<th>$h$</th>
<th>$\epsilon_{\text{supp}}$</th>
<th>$ds$</th>
<th>$dt$</th>
<th>$Re_h$</th>
<th>$\omega$</th>
</tr>
</thead>
<tbody>
<tr>
<td>non-moving</td>
<td>0.0189</td>
<td>5e-4</td>
<td>0.0378</td>
<td>0.0062</td>
<td>4.725</td>
<td>0</td>
</tr>
<tr>
<td>rotating</td>
<td>0.0189</td>
<td>5e-4</td>
<td>0.0378</td>
<td>0.0062</td>
<td>4.725</td>
<td>0.5</td>
</tr>
</tbody>
</table>

Table 3. Parameters adopted for the flow past a sphere for both the non-moving and rotating cases. In the table, $h$ represent the flow mesh spacing, $\epsilon_{\text{supp}}$ is the tolerance adopted for the adaptivity algorithms, $ds$ is the immersed body mesh spacing, $dt$ is the time-step, $Re_h$ is the grid Reynolds number computed as $Re_h = \frac{u_\infty h}{\nu} = h Re$, where $\nu$ is the kinematic viscosity and $u_\infty$ is the free-stream velocity and $\omega$ is the velocity of rotation of the sphere.

In figure 6, we show a comparison of the vorticity iso-contour $\omega_z = \pm 0.5$ and the vorticity at the midplane between the rotating and non-rotating sphere test cases (note that $\omega$ without subscript indicates angular velocity, while $\omega_{\text{dir}}$ denotes vorticity with respect to direction $\text{dir}$).
In figure 7, we present the comparison in terms of drag coefficient $C_D$ between the results calculated by means of IBLGF and those by Kim & Choi,\textsuperscript{20} for both the non-rotating and rotating sphere. The initial transient that can be observed for the IBLGF curves is due to the impulsive initialization of the simulations. After approximately 22 time-units, the IBLGF results agree up to two decimal digits to the reference for both the cases. The relatively slow convergence to the steady state observed in the IBLGF simulations can be alleviated using a non-impulsive initialization of the flow field. The simulation for the non-rotating case was stopped earlier than the rotating one, as $C_D$ converged to the reference value after approximately 20 time-units.

The results presented in this section verify quantitatively the implementation of the IBLGF algorithm for rotating bodies.

\textit{IV.B.2. Revolving wing}

As a further verification of the code for non-rectilinear body motion, we considered a revolving wing rotating at an angular velocity $\omega$ with respect to an axis set at a distance $R_1$ from the wing root.
Figure 8. Geometric parameters of the wing and relation with aspect ratio $AR$ and Rossby number $Ro$.

The distance of the wing tip from the axis is $R_2 = R_1 + b$, where $b$ is the span of the wing that has chord $c$. A schematic representation of the simulation setup is depicted in figure 8. In the figure, we also show the effect of varying the aspect ratio $AR = b/c$ of the wing and of varying the Rossby number $Ro = V/(\omega c) = R_g/c$, where $V = \omega R_g$, with $R_g$ being the radius of gyration, that, for a generic wing is $R_g = \sqrt{\frac{1}{A} \int_{R_1}^{R_2} r^2 c(r) dr}$. Note that increasing $Ro$ means moving the wing farther away from the rotation axis, while increasing $AR$ means enlarging the span of the wing $b$, or, equivalently, reducing its chord $c$. The Reynolds number is defined as $Re = Vc/\nu$, where $\nu$ is the kinematic viscosity of the fluid. We carried out three verification tests

1. The first consists of a wing with $R_1 = 0$ and $AR = 4$, hence $Ro = 2.3$. The angle-of-attack $\alpha$ is set to $45^\circ$ and the Reynolds number is $Re = 577$. The comparison was against data obtained with established tools by Jardin & David.$^{21}$

2. The second is a wing with $R_1 = 0.52c$ and $AR = 1$ where $Re = 520$. In this case we computed the mean lift and drag coefficients over the range $\phi \in [45^\circ - 315^\circ]$ for different angles of attack $\alpha$ and compared against the results obtained by Garmann et al.$^{22}$

3. The third corresponds to a wing with $R_1 = 0.5c$ and $AR = 2$. The angle of attack $\alpha$ is set to $45^\circ$ and the Reynolds number $Re = 2010$. This configuration is similar to that reported in Medina & Jones.$^{23}$

![Figure 8](image_url)

Figure 9. Left, subfigure (a), lift coefficient $C_L$ as a function of the rotation angle $\phi$ for three grid spacing $h$. Results are compared with those reported in Jardin & David.$^{21}$ Right, subfigure (b), mean value of $C_L$ computed over the range $\phi \in [5^\circ - 180^\circ]$ plotted as a function of $h$.

Hereafter, the lift coefficient is defined as $C_L = L/\frac{1}{2} \rho V^2 A$, with $L$ being the lift of the wing (force parallel to the axis of rotation), $\rho$ being the density of the fluid and $A$ being the area of the wing. Analogously, the drag coefficient is defined as $C_D = D/\frac{1}{2} \rho V^2 A$, with $D$ being the drag of the wing.

We first performed grid convergence tests on a reference case where $R_1 = 0$ and $AR = 4$, hence $Ro = 2.3$. The angle-of-attack $\alpha$ is set to $45^\circ$ and the Reynolds number is $Re = 577$. Figure 9-(a) shows the lift coefficient $C_L$ as a function of the revolution angle $\phi$ for three grid spacing $h = 0.02, 0.015$ and $0.01$. In addition, results are compared with those obtained by Jardin & David.$^{21}$ for a 4% thickness wing operating under similar conditions. It can be seen that $C_L$ is weakly dependent on $h$ for $h \leq 0.02$ and that it converges with $h$ towards values obtained using other well-established methods.$^{21}$
The dependency of $C_L$ on $h$ is further highlighted in figure 9-(b) where the mean value of $C_L$ computed over the range $\phi \in [5^\circ - 180^\circ]$ is plotted as a function of $h$. It is shown that errors with respect to the extrapolated solution at $h = 0$ is below 2.5% for $h \leq 0.02$. In light of these convergence tests, we set $h = 0.015$ and apply the IBLGF method to the case of a revolving wing with $R_1 = 0.52c$ and $AR = 1$. We set $Re = 520$ and compute the mean lift and drag coefficients over the range $\phi \in [45^\circ - 315^\circ]$ for different angles of attack $\alpha$. This configuration is similar to that reported in Garmann et al. except that they considered a 4% thickness wing and initiated the rotation using Eldredge’s function (whereas we apply an impulsive start, i.e. step function). Figure 10 compares results obtained using the IBLGF method with those obtained by Garmann et al. Good agreement is observed between both approaches with some discrepancies that may partly arise from wing thickness and acceleration profile. Note that values in Garmann et al. are non-dimensionalized using the wing velocity at midspan and have thus been reproduced using the wing velocity at the radius of gyration as a reference scale.

As a final verification result, we applied the IBLGF method to the case of a revolving wing with $R_1 = 0.5c$ and $AR = 2$. The angle of attack $\alpha$ is set to $45^\circ$ and the Reynolds number $Re = 2010$. This configuration is similar to that reported in Medina & Jones, again with the exception they considered a 5% thickness wing and initiated the rotation using Eldredge’s function. Figure 11 compares non-dimensional spanwise vorticity $\omega_z c/V_{\text{tip}}$ and velocity $V_zc/V_{\text{tip}}$ flow fields obtained using Stereoscopic Particle Image Velocimetry (S-PIV) with those obtained using the present approach. Results are shown for three rotation angles $\phi$ in a spanwise cross-section located at the wing midspan. It is shown that the present approach accurately captures the flow structure which here consists in a strong leading edge vortex that develops on the upper surface of the wing, together with a strong outboard flow.

For the second verification test case, we also performed a parametric study to investigate the influence of the $AR$ on the lift coefficient $C_L$. 

![Figure 10. Comparison of lift and drag coefficients, $C_L$ and $C_D$, against results obtained by Garmann et al. for different angles of attack $\alpha$.](image)

![Figure 11. Lift coefficient $C_L$ as a function of the rotation angle $\phi$ for three grid spacing $h$. Results are compared with those reported in [1].](image)
In particular, in figure 12a, we show the mean lift coefficient $C_L$ (averaged over the first 180° of revolution) obtained for the first configuration (with aspect ratios ranging from 1 to 7). Figure 12b shows $Q$-criterion iso-surfaces obtained at the end of the revolving motion ($\phi = 180^\circ$) for each $AR$. For sufficiently high aspect ratios ($AR > 4$), it is possible to observe different flow structures behind the inboard and the outboard regions. In particular, on the inboard upper surface, there is a conical leading-edge vortex developing that extends three chords away from the wing root. The outer region flow is instead characterized by smaller scale unsteady vortices that indicate local flow instability. This distinction between inboard quasi-steady flow and outboard unsteady flow as well as the extent of the quasi-steady inboard region is consistent with data obtained by Kruyt\textsuperscript{24} and demonstrate the ability of the code to capture correctly the physics of the problem.

V. Conclusions and future work

In this paper, we presented the capabilities of the immersed boundary lattice Green’s function (IBLGF) algorithm for solving incompressible external aerodynamic flows. We first applied it to a flow past a axisymmetric bluff body at low Reynolds numbers and we showed that the wake was correctly captured by IBLGF.

We successively presented the first verification of the code for moving bodies. The two test cases taken into account were a flow past a rotating sphere and a flow past a revolving wing. In both cases the comparisons with results present in the literature were in good agreement and provided a solid verification of the algorithm implementation.

We also highlighted that the current implementation of the code does not provide AMR, thus the mesh is over-resolved in various regions of the flow field, especially those farther downstream, where at least an order of magnitude less elements is required. AMR capabilities are currently under development. In particular, we aim to keep the same algorithmic building blocks outlined in section III, with the exception that we will operate on $M$ Cartesian meshes, each having a different mesh resolution. We denote these different meshes as $\mathcal{M}_\ell$, with $\ell = 1, \ldots, M$, where the first mesh, $\ell = 1$, is the coarsest while the last, $\ell = M$, is the finest. The cell dimensions are constrained to have a factor two between consecutive coarser and finer meshes, that is: $(\Delta x)_{\mathcal{M}_\ell}/(\Delta x)_{\mathcal{M}_{\ell+1}} = 2$. This implies that for each face of a coarser cell that is adjacent to a finer one, there are four contributions in terms of velocity vector and pressure. The various meshes will need to interact with each other. More specifically, we will need to redefine the 2nd-order finite volume operators introduced in section III.A in order to handle non-conformal meshes. The implementation of AMR capabilities in the code will enable more mesh-resolution-efficient simulations and reduce significantly the computational costs of the simulations presented in this paper.

In parallel with the development of AMR, we are also implementing the stretched-vortex LES model\textsuperscript{25,26} to target high-Reynolds number flows. The stretched-vortex model assumes the subgrid vortices to be aligned in the direction of the eigenvector associated with the largest positive eigenvalue of the strain-rate tensor. An assumed Kolmogorov energy spectrum for the subgrid vortices and the local dissipation balance together give the closure to the filtered Navier-Stokes equations.
The development of AMR and LES capabilities, along with the favorable properties of the IB method — i.e. no need for re-gridding in presence of moving bodies — and of the LGFs — i.e. ability of using a very compact computational domain without the need for far-field boundary conditions — make the IBLGF algorithm potentially promising for CFD simulations involving complex external aerodynamics problems at high Reynolds number with moving surfaces.
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