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Abstract

The Large-Eddy Simulation of a reduced-scale rocket engine operated by DLR has been conducted. This configuration features 42 coaxial injectors fed with liquid oxygen and gaseous hydrogen. For a given set of injection conditions the combustor exhibits strong transverse thermo-acoustic oscillations that are retrieved by the numerical simulation. The spatial structure of the two main modes observed in the LES is investigated through 3D Fourier analysis during the limit cycle. They are respectively associated with the first transverse and first radial resonant acoustic modes of the combustion chamber. The contributions of each individual flame to the unsteady heat release rate and the Rayleigh index are reconstructed for each mode. These contributions are in both cases low in the vicinity of velocity anti-nodes and high near pressure anti-nodes. Moreover it is noticed that these pressure fluctuations lead to large velocity oscillations in the hydrogen stream. From these observations, a driving mechanism for the flame response is proposed and values for the gain and phase of the associated flame transfer function are evaluated from the LES.
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1. Introduction

The occurrence of combustion instabilities has plagued many development programs for high-performance propulsion systems [1–4]. In the aerospace industry, one of the most striking examples may be the development of the F1 engine
for the Apollo mission, which required 1332 full-scale hot-fire tests and 108 injector design changes before meeting both stability and performance requirements [5]. The cost associated with such trial-and-error procedure can be prohibitive justifying the search for methods allowing the prediction of stability characteristics at the design stage.

With growing computational resources available to researchers and engineers, and the development of High Performance Computing, it is timely to address this problem with numerical tools that simultaneously solve for turbulence, acoustics and combustion. Indeed, high fidelity modeling strategies such as Large-Eddy Simulation (LES) have had considerable successes in predicting unstable operating points for gas turbine combustors [6,7] or gaseous coaxial injectors [8–10]. With the recent development of LES for transcritical flows [11–14], high-pressure liquid rocket engine stability can now be numerically studied [15]. Nevertheless, these methods are usually too cumbersome to allow explorations of the whole range of operating conditions. Moreover, it might even be a waste of resources to systematically use LES because it is likely that there are generic features pertaining to the injection units and system or to the combustion chamber, which do not require a high-fidelity simulation to be predicted.

One alternative to this “brute force” approach is the joint use of a flame-response model and an acoustic solver [16]. This has been demonstrated in a generic configuration [17] but also in more complex geometries including turbulent flames [18]. This strategy can help the analysis of unstable modes and deliver good predictions of stability maps [19]. This has also been tried for rocket engine configurations [9,20] with some success. However, two key ingredients are required as inputs for this approach:

1. A baseline flow field. When solving the Helmholtz equation, the field of speed of sound is needed. If linearized Euler equations are chosen, the mean velocity field is also required.

2. A model for the response of the flame to acoustic perturbations. The driving mechanism for the amplification of acoustic perturbations involves the coupling with unsteady heat release rate fluctuations. This often arises through a complex mechanism combining nonlinear fluid mechanics and the flame response to incident acoustic perturbation. A global model for this complex interaction is then required to feed the acoustic solver.

The baseline flow can usually be obtained from lightweight computations or theory, but in some cases high-fidelity simulations are required because it directly influences the eigenfrequency values. However, the flame response is virtually impossible to derive from theoretical considerations, except in some simple cases, and its accurate determination is central to the prediction of stability maps. Experimental determinations are easily obtained for atmospheric pressure systems but there are technical difficulties when operating at high-pressure. This is where the high-fidelity numerical simulations of the “brute force” approach can be of help. In what follows, calculations will not be used to derive stability maps but for more modest goals: (1) Understanding physical mechanisms that drive the flame responses and (2) Obtain a quantitative evaluation of this flame response.

The objective of the present work is to use a time-resolved dataset of 3D solutions obtained by LES for the study of injector response during the limit cycle of a combustion instability. High-order numerics and state of the art subgrid-scale models ensure the high fidelity character of the database. Also, with the intent to model the unsteady flame response to be fed into an acoustic solver, the question of which flow variables are most relevant is addressed. It is indicated by Yang and Anderson [5, chap. 1, p. 9] that the physical and chemical processes in the immediate vicinity of the chamber backplane are generally quite sensitive to the transverse velocity perturbations parallel to that plane and less susceptible to the unsteady motions acting in the main flow direction at right angles to that plane. On the other hand, much of the work in this domain (e.g. Crocco et al., [21]) emphasizes effects of unsteady pressure as the input for the flame response and this has led to some meaningful results. It is thus interesting to identify the processes that feed energy into the coupling modes and drive the unstable oscillations and more specifically compare effects of transverse velocities with those of pressure perturbations in the near vicinity of the injector backplane. This will be done here by making use of the high-fidelity simulation dataset.

The configuration is briefly presented in Section 2, together with the description of the LES dataset. The limit cycle predicted in the LES is analyzed in Section 3. Section 4 is devoted to the description of the global structure of the flame response and the relative contributions of the two dominant modes are discussed. Finally in Section 5 the physical mechanisms that drive the unsteady flame response are identified, with a focus on the specific injectors that play the most important role in the destabilization of the transverse mode.

2. Configuration and LES dataset

The configuration is a reduced-scale rocket engine called BKD operated at DLR Lampoldshausen consisting of a cylindrical combustion chamber, 8 cm in diameter, fed by 42 coaxial injectors and closed by a choked nozzle. The injection plate pattern comprises three concentric rings of respectively 6, 12 and 24 injectors. The
propellants are oxygen and hydrogen and the BKD is typically operated in the transcritical regime where liquid oxygen at subcritical temperature enters the chamber that is at supercritical pressure. A description of the apparatus can be found in the work of Gröning et al. [22–24]. The operating conditions correspond to an unstable load point referred to as LP4 for which the pressure chamber is \( p_r = 80 \) bar and the thermal power assuming complete combustion is around 86 MW. The adiabatic burnt-gas temperature assuming complete combustion is \( T_r = 3627 \) K.

The LES has been carried out with the real-gas flow solver AVBP-RG [25] jointly developed by CERFACS, IFPEN and EM2C. A two-step Taylor–Galerkin scheme called TTG4A, is used, which is third order in space and fourth order in time [26,27]. The solver accounts for multicomponent real-gas thermodynamics and transport [28,29]. The Wall Adapting Linear Eddy (WALE) model is used to close the subgrid stress tensor [30] and an eddy-diffusivity approach is adopted for thermal and species subgrid contributions (constant turbulent Prandtl and Schmidt number: \( Pr_t = 0.6 \), \( Sc_t = 0.6 \)). A infinitely-fast chemistry model [13], relying on the assumption of local chemical equilibrium and a \( \beta \)-pdf description of the filtered mixture fraction \( Z \), is adopted. Four species are considered \((H_2, O_2, OH \) and \( H_2O)\) and source terms are computed following the method described in [13]. This model implies that the anchoring point of the flame is at the location where \( O_2 \) and \( H_2 \) streams meet and can therefore not oscillate. Consequently, the influence of flame-root motion on the flame response is not taken into account in this simulation. Specific mass flow rates and temperature of \( O_2 \) and \( H_2 \) \((m_{O_2} = 5.75 \text{ kg.s}^{-1}, m_{H_2} = 0.96 \text{ kg.s}^{-1}, T_{O_2}^{inj} = 111 \text{ K} \) and \( T_{H_2}^{inj} = 96 \text{ K} \)) are imposed at the domes manifolds inlets using characteristic treatment of the boundary conditions [31], adapted to real-gas thermodynamics. The outlet nozzle is choked, requiring no boundary treatment. The walls are assumed to be adiabatic and are treated as no-slip boundaries in the injectors and as slip-boundaries in the chamber and in the domes.

The computational domain shown in Fig. 1 is discretized with a 70 M elements mesh. The typical mesh resolution in the zone where the flames are established is \( \Delta = 50 \mu \text{m} \). The resulting CPU requirements are 100,000 h on a BlueGene Q for the simulation of 1 ms (which corresponds to about ten times the period of the typical oscillation at the first transverse mode). A typical run is performed in parallel on 16,384 cores so that the restitution time is reasonable despite the significant computational burden.\(^1\)

\(^1\) Because the AVBP solver can make use of hyper-threading on BlueGene Q architectures, there are 4 MPI processes per core resulting in a total of 65,536 MPI processes for this computation.
close and within 5% of experimentally observed frequencies [22].

It is possible to extract the pressure distributions corresponding to these two frequencies by taking the Fourier transform of the 200 pressure fields accumulated in the dataset. While \( f_1 \) corresponds to the first transverse mode (labeled 1T) of the chamber (Fig. 3), the mode shape at \( f_2 \) resembles the first radial mode (labelled 1R). In both cases these chamber modes are strongly coupled with the oxygen injectors where longitudinal fluctuations are observed. The hydrogen injectors do not seem to be affected by the pressure fluctuations in the chamber, which is consistent with their small radii (of the order of 0.25 mm). Nevertheless, an examination of the velocity fields from the PSD (not shown) indicates that the hydrogen stream, at the injector exhaust and further downstream, experiences strong velocity fluctuations because of the eigenmodes in the chamber. This mechanism is discussed in Section 5.

Finally, the mode structures of Fig. 3 suggest that injectors located on the nodal line of the 1T mode will mostly experience transverse velocity fluctuations. Similarly, the 1R mode will produce a transverse acoustic velocity on the second injector ring.

Fig. 3. Spatial structure of the pressure fluctuations for the two dominant frequencies of Fig. 2 from the 3D-FT of 200 instantaneous LES fields.

4. Maps of flame response

The objective of this section is to quantify the unsteady response of the flames and deduce maps of the contribution of the two eigenmodes identified in Section 3. To this purpose, it is convenient to define boxes that isolate individual flames. First the three rings are separated by cylindrical boundaries, then neighboring flames by radial planes. All these boundaries are chosen to be at equal distances from neighboring injectors. Various quantities can then be integrated in these boxes over the whole length of the combustion chamber.

This processing method is applied to the unsteady heat release rate, \( q' \), extracted from the 3D-FT of both modes. The resulting maps of \( q' \) for each injector and both modes are displayed in Fig. 4. Regarding the 1T mode, the flames that exhibit the greatest response are those located in the region where the pressure fluctuations reach their maximum (cf. Fig. 3). On the nodal line of the pressure field, the flame response is found to nearly vanish. This indicates that the flames respond weakly to the transverse velocity fluctuations of the 1T mode. Similar conclusions are drawn from the map of \( q' \) in the 1R mode: the inner and outer ring, corresponding to pressure antinodes, respond strongly and out of phase, while the middle injector ring is virtually inactive.

In order to quantify the impact of these fluctuations on the growth of the instability, it is useful to consider the Rayleigh index, defined as:

\[
R = \frac{1}{T} \int_0^T \int_V p'(t) q'(t) dV dt
\]

where \( T \) is a time span that covers at least one period of the oscillations and \( V \) a volume that contains all the flames. This total Rayleigh index accounting for all pressure and heat release rate perturbation is \( R = 125 \, \text{kW} \) in the LES. This positive value is consistent with the fact that combustion is driving the instability and a limit cycle is reached in the LES. With the intent to separate the impact of the two dominant eigenmodes, the Rayleigh index, \( R_i \), of each individual mode can be evaluated as:

\[
R_i = \frac{1}{2 T} \int_0^T \int_V |\tilde{q}_i| |\tilde{p}_i| \cos(q_0 - \phi_{\tilde{p}_i}) dV
\]

where \( \tilde{p}_i \) (respectively \( \tilde{q}_i \)) is the 3D-FT of pressure (respectively heat release rate) fluctuations. The phases \( \phi \) correspond to the definition where \( \tilde{p} = |\tilde{p}| e^{i\phi} \). Using Eq. (2), the respective contributions of the 1T and 1R modes are \( R_1 = 42.2 \, \text{kW} \) and \( R_2 = 8.8 \, \text{kW} \). It follows that both modes are

---

2 This definition would not be consistent with the acoustic energy conservation in a real gas because the normalization \((\gamma - 1)/(\gamma p_0)\) corresponds to a perfect gas. Here, we used constant values corresponding to the burnt gases in the chamber. The evaluation of the resulting discrepancies is left to further studies.
driving the instability and that the 1T mode accounts for 33.8% of the destabilization while the 1R mode contribution amounts to 7.0% of the total.

One may now focus on the contribution of individual injectors by examining maps of Rayleigh index integrated around each injector. Figure 5 presents the contributions of the 1T and 1R modes, normalized by the total Rayleigh index.

First, regarding the 1T mode, the shape of \( q' \) maps is recovered (cf. Fig. 4) with injectors at a pressure antinode contributing the most and those on the nodal line being virtually inactive. The maximum contribution of an individual injector is 1.8%. For the 1R mode, only the six injectors of the inner ring have a significant contribution, with a maximum of 0.6%. It is interesting to note that despite the high levels of \( q' \) on the outer ring (cf. Fig. 4), their phase does not seem to allow a significant contribution to the instability.

5. Individual injector dynamics

The question that one may now address is that of the physical mechanisms driving the unsteady response of these coaxial flames. The focus is set on the 1T mode, which contributes the most to the driving process, and two typical flames are singled out:

- An A-flame located at a pressure antinode. It was shown in Figs. 4 and 5 that these flames respond strongly to the bulk pressure fluctuation in the chamber.
- An N-flame located at a pressure node. These flames experience little pressure variations but a strong transverse velocity fluctuation. It was shown in Figs. 4 and 5 that they respond weakly in terms of heat release rate fluctuation.

The heat release rate fluctuations \( q' \), averaged over a volume comprising each flame are compared in Fig. 6, where \( q_0 \) is the time averaged heat release of the flame. As expected, the response of the A-flame is larger, consistently with Fig. 4. This confirms that these coaxial diffusion flames are more sensitive to pressure fluctuations than to the transverse velocity induced by the eigenmode.

One may now proceed with a detailed analysis of the A-flame. A schematic representation of the recessed coaxial injector of the BKD is shown in Fig. 7. When an acoustic mode is excited in the combustion chamber, the injector of an A-flame experiences a back-pressure fluctuation, \( p' \), at its exit plane, which in turn generates velocity fluctuations in both propellant streams. The velocity fluctuations, \( u'_{H_2} \) and \( u'_{O_2} \), averaged over their respective cross section (an annulus for \( H_2 \) and a disk for \( O_2 \)), at the location of the recess are compared in Fig. 8. They are normalized by the mean velocity \( u_m = (u_0_{H_2} + u_0_{O_2})/2 \) where subscript 0 indicates a time averaging. This choice for the normalization is supported by the fact that the flow downstream the coaxial injector resembles a pulsed mixing layer. It shows which stream oscillates the most with respect to the mean velocity. When each stream is normalized by its own mean velocity, which is much lower for the dense oxygen, the relative
fluctuation levels are comparable and around 10%. It appears that the \( \text{O}_2 \) velocity fluctuations are negligible compared to those of \( \text{H}_2 \). Both streams experience the same pressure perturbation but the corresponding \( u' \) depends on the impedance which is related both to geometric (area ratios) and thermodynamic (compressibility) effects. Specifically, the \( u' \) amplitude is inversely proportional to the characteristic impedance of the gas, which is the product of the density and speed of sound: \( \rho c \).

The thermodynamic conditions at the location of the recess are: \( (\rho c)_{\text{O}_2} = 7 \times 10^3 \ \text{kg.m}^{-2}.\text{s}^{-1} \) and \( (\rho c)_{\text{H}_2} = 1.8 \times 10^4 \ \text{kg.m}^{-2}.\text{s}^{-1} \), which is 40 times higher for \( \text{O}_2 \) than for \( \text{H}_2 \). This possibly explains why the velocity fluctuations in the \( \text{H}_2 \) stream dominate in the present conditions.

To quantify the correlation between velocities or pressure and heat release perturbations one may calculate the normalized cross correlation defined by:

\[
r_{fg} = \frac{(f \cdot g)(\tau)}{\sigma_f \sigma_g}
\]

where \( \sigma \) is the standard deviation. The maximum correlation between \( p' \) and \( q' \) is \( r_{pq} = 80\% \) while it is 67% between \( u'_{\text{H}_2} \) and \( q' \) and falls down to 47% between \( u'_{\text{O}_2} \) and \( q' \). These observations are confirmed by single injector simulations (not shown here), where the flame responses induced by \( \text{H}_2 \) or \( \text{O}_2 \) streams fluctuations are compared. Forcing the individual propellants velocities at the level measured in the full engine, \( i.e. \) around 10% of their mean, yields a much weaker flame response for \( \text{O}_2 \) than for \( \text{H}_2 \). Nevertheless bulk pressure fluctuations at the outlet of the injector also triggered significant levels of \( q' \).

From these observations we can assume that \( u'_{\text{O}_2} \) is not the most relevant input variable for the flame response. One may then speculate that \( q' \) is driven by \( u'_{\text{H}_2} \) through the forcing of the shear layer, generating unsteady coherent structures affecting both wrinkling and local stretch of the flame eventually leading to heat release rate fluctuations. A mechanism for the flame response is now proposed, based on the above rationale. Hydrogen velocity fluctuations are supposed to be central in this mechanism but the validation of this hypothesis requires additional tests. Mechanisms involving a direct response to pressure fluctuations, for example, should also be considered. The mechanism is summarized in Fig. 9, where the temporal evolution of \( p' \), \( u'_{\text{H}_2} \) and \( q' \), extracted from the FT at the \( 1T \) frequency, are shown over two cycles of the instability. Three time delays are identified:

- The delay of \( u'_{\text{H}_2} \) with respect to \( p' \): \( \tau_{up} \).
- The delay of \( q' \) with respect to \( u'_{\text{H}_2} \): \( \tau_{qu} \).
- The delay of \( q' \) with respect to \( p' \): \( \tau_{qp} \).

Figure 9 suggests the present scenario for the A-flame response: the pressure fluctuation at the injector outlet generates a hydrogen velocity fluctuation after a time \( \tau_{up} \), which drives the shear layer and subsequently heat release rate fluctuations with a delay \( \tau_{qu} \). The overall delay \( \tau_{qp} = \tau_{up} + \tau_{qu} \) is such that \( p' \) and \( q' \) are almost perfectly in phase, resulting in a positive Rayleigh index. While \( \tau_{qp} \) is mainly acoustic by nature, \( \tau_{qu} \) represents the time for hydrodynamics and combustion to respond to the unsteady shear.

Finally, the overall response of an A-flame can be quantified by the gain, \( n \) and time delay, \( \tau \) of \( q' \) versus \( p' \):

\[
n = \frac{|\tilde{q}|}{|\tilde{p}|} = \frac{\phi_q - \phi_p}{2\pi f} \quad \tau = \frac{\phi_q - \phi_p}{2\pi f}
\]

The present dataset is used to compute \( n \) and \( \tau \) for the A-flames of the \( 1T \) mode. Here we give averaged values for the 8 outer A-flames that have the highest Rayleigh index (red regions in Fig. 5): \( n = 1.1 \) and \( \tau = 0.9 \ T \).

6. Conclusions

In this article, the Large-Eddy Simulation of a 42-injector reduced-scale rocket engine is used to analyze the limit cycle of a combustion instability. The post-processing of a time-resolved dataset of 3D solutions allows to isolate individual flame dynamics as well as the influence of different eigenmodes of the chamber. In this configuration two chamber modes dominate, one with a transverse shape and the other with a radial structure. For both modes, the magnitude of the flame response is maximum at pressure antinodes while the flames located at a pressure node respond weakly, suggesting that the lateral motion caused by transverse velocity fluctuations does not effectively feed energy into acoustics for sustaining this instability. A mechanism is proposed in which the bulk pressure variation at the injector outlet generates unsteady shear through the variation of the hydrogen velocity, ultimately resulting in heat release rate fluctuations. For modeling purposes, it is suggested to consider the fluctuating pressure in the injection plane as the relevant input for the flame response.
This option has been considered since the early studies on transverse combustion instabilities in rocket engines [21] and it receives here additional support from 3D unsteady numerical simulation.
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