Open Archive TOULOUSE Archive Ouverte (OATAO)

OATAO is an open access repository that collects the work of Toulouse researchers and makes it freely available over the web where possible.

This is an author-deposited version published in: http://oatao.univ-toulouse.fr/
Eprints ID : 16842

To link to this article: DOI : 10.1109/TITS.2015.2437452
URL : http://dx.doi.org/10.1109/TITS.2015.2437452


Any correspondence concerning this service should be sent to the repository administrator: staff-oatao@listes-diff.inp-toulouse.fr
Abstract—In this paper, we apply machine learning methods to improve the aircraft climb prediction in the context of ground-based applications. Mass is a key parameter for climb prediction. As it is considered a competitive parameter by many airlines, it is currently not available to ground-based trajectory predictors. Consequently, most predictors today use a reference mass that may be different from the actual aircraft mass. In previous papers, we have introduced a least squares method to estimate the mass from past trajectory points, using the physical model of the aircraft. Another mass estimation method, based on an adaptive mechanism, has also been proposed by Schultz et al. We now introduce a new approach, in which the mass is considered the response variable of a prediction model that is learned from a set of example trajectories. This machine learning approach is compared with the results obtained when using the base of aircraft data (BADA) reference mass or the two state-of-the-art mass estimation methods. In these experiments, nine different aircraft types are considered. When compared with the baseline method (respectively, the mass estimation methods), the Machine Learning approach reduces the RMSE (Root Mean Square Error) on the predicted altitude by at least 58% (resp. 27%) when assuming the speed profile to be known, and by at least 29% (resp. 17%) when using the BADA speed profile except for the aircraft types E145 and F100. For these types, the observed speed profile is far from the BADA speed profile.

Index Terms—Aircraft trajectory prediction, mass estimation, base of aircraft data (BADA), machine learning.

I. INTRODUCTION

AIRCRAFT trajectory prediction has always been a key issue for many on-board and ground-based applications in Air Transportation. It is even more true since the current Air Traffic Management and Control (ATM/ATC) system is shifting towards trajectory-based operations within the framework of the European SESAR program [1] and its U.S. counterpart NextGen [2].

As we are now in an era of global networks, where data flows between flying aircraft and ground-based control systems, one could think that ground-based trajectory prediction is no longer necessary: accurate on-board trajectory predictions could be downloaded directly to the ground systems. Although this last statement is actually true, we are still in great need of accurate ground-based trajectory predictors. Some of the most recent algorithms designed to solve ATM/ATC problems do require testing a large number of alternative trajectories and it would be impractical to download them all from the aircraft. As an example of such algorithms, in [3] an iterative quasi-Newton method is used to find trajectories for departing aircraft, minimizing the noise annoyance. Another example is [4] where Monte Carlo simulations are used to estimate the risk of conflict between trajectories in a stochastic environment. Some of the automated tools currently being developed for ATM/ATC can detect and solve conflicts between trajectories (see [5] for a review). These algorithms may use Mixed Integer Programming [6], Genetic Algorithms [7], [8], Ant Colonies [9], or Differential Evolution or Particle Swarm Optimization [10] to find optimal solutions to air traffic conflicts.

To be efficient, all these methods require a fast and accurate trajectory prediction, and the capability to test a large number of “what-if” trajectories. Such requirements forbid the sole use of on-board trajectory prediction, which is certainly the most accurate, but is not sufficient for these most promising applications. Most trajectory predictors rely on a point-mass model to describe the aircraft dynamics. The aircraft is simply modeled as a point with a mass, and the second Newton’s law is applied to relate the forces acting on the aircraft to the inertial acceleration of its center of mass. Such a model is formulated as a set of differential algebraic equations that must be integrated over a time interval in order to predict the successive aircraft positions, knowing the aircraft initial state (mass, current thrust setting, position, velocity, bank angle, etc.), atmospheric conditions (wind, temperature), and aircraft intent (thrust profile, speed profile, route).

Unfortunately, the data that is currently available to ground-based systems for trajectory prediction purposes is of fairly poor quality. The speed intent and aircraft mass, being considered competitive parameters by many airline operators, are not transmitted to ground systems. The actual thrust setting of the engines (nominal, reduced, or other, depending on the throttle’s position) is unknown. There are uncertainties or noise in the Weather and Radar data. The problem of unknown parameters such as the mass, thrust law, and target speeds, is of particular importance when predicting the aircraft climb. Fig. 1 illustrates the climb prediction problem, when using a physical model of the aircraft dynamics.

Some studies [11]–[13] detail the potential benefits that would be provided by additional or more accurate input data. In other works, the aircraft intent is formalized through the
definition of an Aircraft Intent Description Language [14], [15] that could be used in air-ground data links to transmit some useful data to ground-based applications. All the necessary data required to predict aircraft trajectories might become available to ground systems someday. In the meantime, we propose to learn some of the unknown parameters of the point-mass model from the data that is already available today, typically from the observed radar tracks of past and current flights.

In this paper, we apply Machine Learning techniques to learn the aircraft mass. We show how our method improves the climb prediction when compared with the baseline method (see Fig. 2) that uses the reference mass from the Eurocontrol Base of Aircraft Data (BADA). We also compare our Machine Learning approach to two other mass estimation methods [16], [17] that rely solely on the physical model of the aircraft dynamics to estimate the mass from the past trajectory points.

The rest of this paper is organized as follows: Section I gives some background on the estimation of aircraft model parameters and highlights the differences between mass prediction (using Machine Learning) as we introduce it in this paper, and mass estimation (using the physical model). Section II details the data used in this study. Section III presents some useful Machine Learning notions that help understanding the methodology applied in our work. The application of Machine Learning techniques to our mass prediction problem is described in Section IV, and the results are shown and discussed in Section V, before the conclusion.

II. BACKGROUND, MASS PREDICTION VS. ESTIMATION

A. Estimation of Physical Model Parameters

Focusing on the aircraft climb, and considering a physical model of the aircraft dynamics, we are interested in this paper in estimating some key parameters for climb performance using the past trajectory points. This approach, where some unknown parameters are adjusted by fitting the model to the observed past trajectory, is not new. The past publications following this path [17]–[24] propose several methods, with different choices for the adjusted parameter (mass, or thrust, for example), the modeled variable that is fitted on past observations (rate of climb, energy rate), and the algorithm that is applied (stochastic method, adaptive mechanism, least squares, etc).

In [21] Lymperopoulos, Lygeros, and Lecchini model the aircraft mass and the wind encountered during climb as sources of uncertainty. These stochastic variables are sampled from chosen distributions to produce random simulated trajectories. Each trajectory is then weighted according to its probability to give the aircraft positions measured just after takeoff. The uncertainty on the future aircraft positions is reduced by selecting the parameters of highest probability after a number of measurements. The method is tested in a simulation environment. In [20], Slater introduces an adaptive mechanism improving the trajectory prediction by dynamically adjusting the modeled thrust. The aircraft mass is assumed to be equal to a standard reference mass for the chosen aircraft type. The results presented in [20] show significant improvements in the climb prediction accuracy for simulated data, and much fewer improvements when applied to a few examples using real trajectories. Other works propose to adjust the mass instead of the thrust.

Among the publications dealing with mass estimation, let us cite [18], where Warren and Ebrahimi propose an equivalent weight as a workaround to use a point-mass model without knowing the actual aircraft mass. Nominal thrust and drag profiles are assumed. The equivalent mass is found by minimizing the gap between the computed and observed vertical rates. A second study [19] raises doubts about the reliability of the vertical rate for this purpose, and suggests to use the energy rate instead. The proposed method is tested on simulated trajectories only. In more recent works, Schultz, Thipphavong,
and Erzberger [17] introduce an adaptive mechanism where the modeled mass is adjusted by fitting the modeled energy rate with the observed energy rate. This adaptive method provides good results on simulated traffic and this method has also been successfully applied on actual radar data [25], [26].

In [22], [23], we use a Quasi-Newton algorithm (BFGS) combined to a mass estimation method to learn the thrust profile minimizing the error between the modeled and observed energy rate. This method has been tested on two months of real data, showing good results. Concerning the mass estimation method, we showed that, when using the BADA\(^1\) model of the forces (or a similar model), the aircraft mass can be estimated at any past point of the trajectory by solving a polynomial equation, knowing the thrust setting at this point. When using several points, and assuming a constant mass over the whole trajectory segment, the mass can be estimated by minimizing the quadratic error on the energy rate. In our latest papers [16], [27], we introduce a variant of this mass estimation method, taking the fuel burn into account, and compare it with the adaptive method of Schultz et al. In the current paper, we propose a completely different approach, where the aircraft mass is predicted by a model learned from examples.

### B. Mass Prediction vs. Mass Estimation

Both the adaptive [25] and least square [22], [23] methods evoked in previous Section I-A rely solely on the physical model to estimate the mass from past trajectory points. The mass is adjusted so that the modeled power fits the energy rate observed on the past points, assuming the thrust profile to be known. This mass estimation approach is illustrated on the left part of Fig. 3.

The Machine Learning approach we introduce in this paper makes use of additional data found in a database of trajectory examples. The idea is to learn a prediction model from the examples, as illustrated on the right part of Fig. 3. Instead of directly adjusting the mass on the past trajectory points, we adjust a prediction model on a set of examples. Once the model is calibrated, it can be used to predict the mass on fresh trajectory inputs. The methodological issues concerning model selection, parameter tuning, and performance assessment are briefly presented in Section III. For now, let us just say that, in the Machine Learning approach, a set of examples \(\{y_i, x_i\}_{1 \leq i \leq n}\) is used to build a model which relates the predicted variable \(y\) to some explanatory variables \(x\). In our case, the predicted variable \(y\) is the aircraft mass \(m\). Unfortunately—and this is the crux of our problem—the actual mass is not available in our data.

In order to build examples that can be used by Machine Learning algorithms, we propose, for each example trajectory, to adjust a modeled mass so that the modeled power fits the observed energy rate as best as possible on the “future” points. Here, the terms “past” and “future” refer to the fact that the aircraft altitude is respectively below or above a reference pressure altitude \(H_{p_0}\), assuming we want to predict the successive altitudes above \(H_{p_0}\) when the climbing aircraft crosses altitude \(H_{p_0}\). The modeled mass is adjusted using the least square method introduced in [22], [23].

In other words, we propose to replace the actual mass \(m\), missing in our data, by an adjusted mass \(\hat{m}_{\text{future}}\) that gives the best possible fit of the energy rate on our examples, assuming a max climb thrust setting. This mass \(\hat{m}_{\text{future}}\) is the \(y\) output variable of the prediction model learned by the Machine Learning methods. The explanatory variables \(x\), are computed from the “past” data that is available when the aircraft crosses \(H_{p_0}\).

---

\(^1\)BADA: the Eurocontrol Base of Aircraft Data.
The Radar and Weather data, as well as the construction of our examples, are described in more details in Section II.

C. Applying Our Method in Actual Operations

The proposed method consists in learning a model that can predict the aircraft mass, given Radar and Weather data inputs, or any other relevant additional inputs (e.g. flight plan). This model is learned on a data set of example trajectories. Once learned, it can be used for predicting the aircraft mass on fresh input trajectories. The predicted mass can then be used as input to the physics-based model that is already used in operations, in order to produce an accurate trajectory prediction.

When applying such a Machine Learning method in operations, one must first collect trajectory data, build a training set, and tune the model. This should be done for every aircraft type for which there is sufficient training data. Tuning one model per aircraft is no more an issue than for the standard BADA model, for which there is also one model per aircraft type or group of similar aircraft. Note however that, when using a Machine Learning approach, the performance of the tuned model highly depends on the quality of the collected data. For more accuracy, the training data sets should be specific to each airport or terminal area where we intend to apply our tuned model.

Note that in that respect, our approach is much easier to put in operations than purely data-driven methods as we still use the physics-based model. Purely data-driven approach relies on a statistical model to predict directly the altitude. This requires to tune a specific model for each mode of operation (e.g. climb at constant rate, or at constant calibrated airspeed, etc.). This means we need sufficient data for each aircraft type and each mode of operation, and for every airport where we intend to use such a model. In our case, we use the Machine Learning approach only to learn one of the input parameters—here the mass—of the physics-based model. This model is already in operation and remains valid whatever the chosen mode of operation. Furthermore, for the aircraft types or airports for which there is not enough data of sufficient quality to learn a model predicting the mass, we can easily revert to the mass estimated solely from the past trajectory points, or to the reference BADA mass, while still using the physics-based model.

Airport and airline procedures might change over years, as well as the performances of the engines equipping the aircraft. These changes obviously impact the performance of the tuned model. To address this issue, one can monitor the model performance over time and tune it again when it becomes less performing.

III. DATA USED IN THIS STUDY

A. Data Pre-Processing

Recorded radar tracks from Paris Air Traffic Control Center are used in this study. This raw data is made of one position report every 1 to 3 seconds, over two months (July 2006, and January 2007). In addition, the wind and temperature data from Météo France are available at various isobar altitudes over the same two months.

The raw Mode-C altitude has a precision of 100 feet. Raw trajectories are smoothed using splines. Basic trajectory data is made of the following fields: aircraft position (X, Y in a projection plane, or latitude and longitude in WGS84), ground velocity vector \( \mathbf{V}_g = (V_x, V_y) \), smoothed altitude \( H_p \) (in feet above isobar 1013.25 hPa), rate of climb or descent \( \frac{dH_p}{dt} \). The wind \( \mathbf{W} = (W_x, W_y) \) and temperature \( T \) at every trajectory point are interpolated from the weather data grid. The temperature differential \( \Delta T \) is computed at each point of the trajectory.

Using the position, velocity and wind data, we compute the true air speed \( V_a \). The successive velocity vectors allow us to compute the trajectory curvature at each point. The aircraft bank angle is then derived from true airspeed and the curvature of the air trajectory.

Along with these variables derived from the Mode-C radar data and the weather data, we have access to some variables in the flight plan like the Requested Flight Level for instance.

With the weather data grid, we have also computed the temperature differential \( \Delta T \) (weather grid) and the wind along \( W_{\text{along}} \) (weather grid) at each altitude of the grid. This is done by using the \( V_{a,XY} \), the time, the latitude and the longitude of the considered point. \( W_{\text{along}} \) is the wind along the true air speed in the horizontal plane \( V_{a,XY} \).

All the computed variables are summarized in Table I.

B. Filtering Climb Segments

Our data set comprises all flights departing from Paris-Orly (LFPO) or Paris-Charles de Gaulle Airport (LFPG). Needless to say, this approach can be replicated to other airports.

The trajectories are filtered so as to keep only the climb segments. An additional 80 seconds is clipped from the beginning and end of each segment so as to remove climb/cruise or cruise/climb transitions.

C. Building the Sets of Examples

The climb segments are sampled every 15 seconds. From these sampled segments, we build examples (or patterns) containing exactly 51 points. In these examples, the first 11 points (past trajectory) are used to predict the mass. The remaining points (future trajectory) are used to compute the error between the predicted and actual trajectory. In this study, we use two different datasets.

1) A Small A320 Data Set: In order to compare the different Machine Learning methods, we use a small set of examples noted \( A320_{\text{small}} \). This set of examples is built using climbing segments of aircraft of type A320. The climbing segments are sampled in order to have the 11th point always at 18000 ft. Thus, from one sampled climb segment, we build only one example. The resulting set of examples, denoted \( A320_{\text{small}} \) in the following, contains 4939 examples. It is only used to choose a machine learning method.

2This altitude is directly derived from the air pressure measured by the aircraft. It is the height in feet above isobar 1013.25 hPa.

3Using the smoothed altitude \( H_p(t) \), we search for the \( t_0 \) such that \( H_p(t_0) = 18000 \) ft. Once this time is found, we sample 10 points before and 40 points after.
Table I

<table>
<thead>
<tr>
<th>variables</th>
<th>description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$H_p$</td>
<td>geopotential pressure altitude</td>
</tr>
<tr>
<td>$V_g$</td>
<td>Ground Speed</td>
</tr>
<tr>
<td>$V_a$</td>
<td>True Air Speed</td>
</tr>
<tr>
<td>$V_{a,XY}$</td>
<td>True Air Speed in the (X,Y) plane</td>
</tr>
<tr>
<td>$d_{flight}$</td>
<td>distance flown w.r.t. the air</td>
</tr>
<tr>
<td>$d_{ground}$</td>
<td>distance flown w.r.t. the ground</td>
</tr>
<tr>
<td>$\Delta T$</td>
<td>temperature differential (cf. [28])</td>
</tr>
<tr>
<td>$W$</td>
<td>wind</td>
</tr>
<tr>
<td>$W_{along}$</td>
<td>wind along $V_{a,XY}$</td>
</tr>
<tr>
<td>$W_{cross}$</td>
<td>wind across $V_{a,XY}$</td>
</tr>
<tr>
<td>$W_{z}$</td>
<td>vertical wind</td>
</tr>
<tr>
<td>$\theta_c$</td>
<td>drift angle</td>
</tr>
<tr>
<td>CAs</td>
<td>Calibrated Air Speed</td>
</tr>
<tr>
<td>Mach</td>
<td>Mach number</td>
</tr>
<tr>
<td>$\gamma_{final}$</td>
<td>curvature w.r.t. the ground</td>
</tr>
<tr>
<td>$\lambda_{final}$</td>
<td>curvature w.r.t. the air</td>
</tr>
<tr>
<td>$e = V_a \frac{\Delta_V}{\Delta t} + \frac{\frac{\Delta H}{\Delta t}}{\gamma}$</td>
<td>specific energy rate</td>
</tr>
<tr>
<td>$\omega = e + \frac{W}{V_a}$</td>
<td>specific energy rate corrected from the wind effect</td>
</tr>
<tr>
<td>$\hat{m}_{LS}$</td>
<td>estimated mass from past points using least square method [16]</td>
</tr>
<tr>
<td>$\hat{e}_{LS}$</td>
<td>root mean square error obtained on the past points using the least square method</td>
</tr>
<tr>
<td>$\hat{m}_{AD}$</td>
<td>estimated mass from past points using adaptive method [17]</td>
</tr>
<tr>
<td>$\Delta T$ (weather grid)</td>
<td>temperature differential on a grid of different $H_p$</td>
</tr>
<tr>
<td>$W_{along}$ (weather grid)</td>
<td>wind along $V_{a,XY}$ on a grid of different $H_p$</td>
</tr>
<tr>
<td>RFL</td>
<td>Requested Flight Level</td>
</tr>
<tr>
<td>Speed</td>
<td>requested speed</td>
</tr>
<tr>
<td>distance</td>
<td>distance between airports</td>
</tr>
<tr>
<td>AO</td>
<td>aircraft operator</td>
</tr>
<tr>
<td>DEP</td>
<td>departing airport</td>
</tr>
<tr>
<td>ARR</td>
<td>arrival airport</td>
</tr>
</tbody>
</table>

2) A Larger Dataset With 9 Aircraft Types and Various Altitudes: This larger data set is used to compare the selected Machine Learning method to the baseline BADA predictor and to the other two methods using estimated masses (adaptive, or least squares), on 9 different aircraft types and with various altitudes for the “current” point.

The sampled climbing segments and the examples are built in a different way. The raw climb segments are smoothed and sampled every 15 seconds, starting at the first point. With each sampled climb segment, we build as much examples containing 51 successive points as we can. The 10 first points of each example are considered as the “past” points. The 11th point is the “current” point, and the next 40 points are the “future” points used to evaluate the prediction made using the 11 first points.

As a consequence, the 11th point is not always at 18000 ft. As we are mostly interested in altitude prediction in the en-route airspace, we only keep the patterns with the 11th point at an altitude above 15000 ft for the B744 aircraft type and above 18000 ft for all the other aircraft types.

Table II

<table>
<thead>
<tr>
<th>type</th>
<th>number of climbing segments</th>
<th>number of examples</th>
</tr>
</thead>
<tbody>
<tr>
<td>A319</td>
<td>1863</td>
<td>15702</td>
</tr>
<tr>
<td>A320</td>
<td>5729</td>
<td>65514</td>
</tr>
<tr>
<td>A321</td>
<td>1866</td>
<td>21789</td>
</tr>
<tr>
<td>A332</td>
<td>1475</td>
<td>28629</td>
</tr>
<tr>
<td>B737</td>
<td>344</td>
<td>2178</td>
</tr>
<tr>
<td>B744</td>
<td>350</td>
<td>2750</td>
</tr>
<tr>
<td>B772</td>
<td>910</td>
<td>8525</td>
</tr>
<tr>
<td>E145</td>
<td>851</td>
<td>8310</td>
</tr>
<tr>
<td>F100</td>
<td>660</td>
<td>7430</td>
</tr>
</tbody>
</table>

The multiple examples extracted from the same trajectory might share many points. Consequently, when splitting our set into a training set and a test set, the results would be biased if we put some of these examples in the training set and the others in the test set. We have been very careful not to do that. The training and test sets are built by choosing randomly among the trajectories, not the examples they contain.

We have considered 9 aircraft types and we have built one examples data set for each aircraft type. Table II shows the size of the different data sets. The selected aircraft types are very different: for example, the E145 is a short haul aircraft with a 18500 kg reference mass while the B744 (Boeing 747-400) is a long haul aircraft with a 285700 kg reference mass.

D. Estimation of the Mass to be Predicted

The actual mass is not available in our radar data set. Thus, as explained in Section I-B, we have used the least square method proposed in [16] on the 41 future points of the trajectories. This method estimates a mass sequence corresponding to a sequence of trajectory points. This mass sequence takes into account the fuel consumption. It minimizes the sum of the squared differences between the observed specific energy rate and the computed specific power (see [16] for details).

Let us denote $\hat{m}_{11,\text{future}}$ the first mass of this sequence, that is the mass at the “current” point (numbered 11 in our examples). This estimated mass $\hat{m}_{11,\text{future}}$ is the output variable $y$ of the prediction model we want to learn from examples. To estimate this mass for each of our example trajectories, we need to make some hypotheses concerning the thrust settings, which are not available in our data. We assume a standard BADA max climb thrust, during all climb.

As a consequence, the estimated mass might be quite different from the actual one, especially for aircraft climbing at reduced power. This difference is not of crucial importance, however, as there is an infinity of couples ($mass$, $thrust_profile$) that give exactly the same trajectory. Intuitively, a heavy aircraft with maximum climb thrust is equivalent to a lighter aircraft with reduced thrust. Although it might not be realistic, the modeled mass can be adjusted so as to give an accurate prediction of the energy rate. Knowing the energy rate and the speed intent, one can predict the future altitudes of the aircraft.

The chosen minimum flight level for the Boeing 747-400 is lower than for the other aircraft types because we wanted to have enough examples in our data set.
TABLE III
STATISTICS, IN FEET, ON THE DIFFERENCE BETWEEN THE COMPUTED AND OBSERVED ALTITUDES \((H_p^{\text{pred}}(\hat{m}_{11,\text{future}}) - H_p^{\text{obs}}(m_{11,\text{future}}))\) AT DIFFERENT TIME RANGES FOR THE EXAMPLES SET A320small

<table>
<thead>
<tr>
<th>time range</th>
<th>mean</th>
<th>std</th>
<th>mean abs</th>
<th>rmse</th>
<th>max abs</th>
</tr>
</thead>
<tbody>
<tr>
<td>(t &gt; 0)</td>
<td>31.7</td>
<td>144</td>
<td>111</td>
<td>147</td>
<td>1407</td>
</tr>
<tr>
<td>(t = 600) s</td>
<td>-63.1</td>
<td>121</td>
<td>105</td>
<td>137</td>
<td>817</td>
</tr>
</tbody>
</table>

E. Approximation of the Example Trajectories When Using the Estimated Mass \(\hat{m}_{11,\text{future}}\)

For verification purposes, let us assess the accuracy of the trajectory computed using the estimated mass on our set of examples. To do this, we compute the “future” trajectories using the speed profile \(V_o = V_o^{(obs)}(t)\) and the mass \(\hat{m}_{11,\text{future}}\), and observe the error in altitude.

Looking at Table III, we see that the differences between the predicted altitudes and the observed ones are limited. There remains an incompressible error, though, which might be due to the fact that some aircraft might not actually follow a constant max climb thrust law, nor a constant reduced power climb. They might switch from one to the other during the climb. Learning the thrust settings is not the subject of the current paper, and has already been investigated in [23], and we shall assume a constant max climb thrust in the rest of this work.

Another possible source of error is the estimation of the true airspeed \(V_o\), which relies on the observed ground speed and the wind forecast. Due to the uncertainties in the weather forecast, and the possible observation errors in the ground speed, the “observed” airspeed profile might lack accuracy.

In any case, Table III gives us an order of magnitude of the best possible approximation of the “future” trajectory that we can achieve with our data and assumptions, when using the estimated mass \(\hat{m}_{11,\text{future}}\). This approximation error is computed on our set of examples A320small, for verification purposes. It is not representative of the prediction error that will be made when considering fresh trajectories.

Let us now see how we can apply Machine Learning methods to build a model that predicts \(\hat{m}_{11,\text{future}}\), and that will allow us to predict new trajectories.

IV. MACHINE LEARNING

This section presents some useful Machine Learning notions. We want to predict a variable \(y\), here the aircraft mass \(m\) of a given trajectory, from a vector of explanatory variables \(x\), in our case the data extracted from the past trajectory points and the weather forecast. This is typically a regression problem. Naively said, we want to learn a function \(f\) such that \(y = f(x)\) for all \((x, y)\) drawn from the distribution \((X, Y)\). Actually, such a function does not exist, in general. For instance, if two ordered pairs \((x, y_1)\) and \((x, y_2)\) can be drawn with \(y_1 \neq y_2\), \(f(x)\) cannot be equal to \(y_1\) and \(y_2\) at the same time.

A way to solve this issue is to use a real-valued loss function \(L\). This function is defined by the user of the function \(f\). The value \(L(f(x), y)\) models a cost for the specific use of \(f\) when \((x, y)\) is drawn. With this definition, the user wants a function \(f\) minimizing the expected loss \(R(f)\) defined by (1). The value \(R(f)\) is also called the expected risk

\[
R(f) = E_{(X,Y)}[L(f(X), Y)].
\] (1)

However, the main issue in order to choose a function \(f\) minimizing \(R(f)\) is that we do not know the joint distribution \((X, Y)\). We only have a set of examples of this distribution.

A. Learning From Examples

Let us consider a set of \(n\) examples \(S = \{(x_i, y_i)\}_{1 \leq i \leq n}\) coming from independent draws of the same joint distribution \((X, Y)\). We can define the empirical risk \(R_{\text{empirical}}\) by the equation below

\[
R_{\text{empirical}}(f, S) = \frac{1}{|S|} \sum_{(x, y) \in S} L(f(x), y). \tag{2}
\]

Assuming that the values \(L(f(x), y)\) are independent draws from the same law with a finite mean and variance, we can apply the law of large numbers giving us that \(R_{\text{empirical}}(f, S)\) converges to \(R(f)\) as \(|S|\) approaches \(+\infty\).

Thereby, the empirical risk is closely related to the expected risk. So, if we have to select \(f\) among a set of functions \(F\) minimizing \(R(f)\), using a set of examples \(S\), we select \(f\) minimizing \(R_{\text{empirical}}(f, S)\). This principle is called the principle of empirical risk minimization.

Unfortunately, choosing \(f\) minimizing \(R_{\text{empirical}}(f, S)\) will not always give us \(f\) minimizing \(R(f)\). Actually, it depends on the “size” of the number of examples \(|S|\) [29], [30]. The smaller is \(F\) and the larger is \(|S|\), the more the principle of empirical risk minimization is relevant. When these conditions are not satisfied, the selected \(f\) will probably have a high \(R(f)\) despite a low \(R_{\text{empirical}}(f, S)\). In this case, the function \(f\) is overfitting the examples \(S\).

These general considerations above have practical consequences on the use of Machine Learning. Let us denote \(f_S\) the function in \(F\) minimizing \(R_{\text{empirical}}(\cdot, S)\). The expected risk using \(f_S\) is given by \(R(f_S)\). We use the principle of empirical risk minimization. As stated above, some conditions are required for this principle to be relevant. Concerning the size of the set of examples \(S\): the larger, the better. Concerning the size of \(F\), there is a tradeoff. The larger \(F\) is, the smaller \(\min_{f \in F} R(f)\). However, the larger \(F\) is, the larger the gap between \(R(f_S)\) and \(\min_{f \in F} R(f)\) becomes. This is often referred to as the bias-variance tradeoff.

B. Accuracy Estimation

In this subsection, we want to estimate the accuracy obtained using a Machine Learning algorithm \(A\). Let us denote \(A[T]\)
the prediction model found by algorithm $\mathcal{A}$ when minimizing $R_{\text{empirical}}(\cdot, S)$.\footnote{Actually, depending on the nature of the minimization problem and chosen algorithm, this predictor $\mathcal{A}[S]$ might not be the global optimum for $R_{\text{empirical}}(\cdot, S)$, especially if the underlying optimization problem is handled by local optimization methods.} considering a set of examples $S$.

The empirical risk $R_{\text{empirical}}(\mathcal{A}[S], S)$ is not a suitable estimation of $R(\mathcal{A}[S])$: the law of large numbers does not apply here because the predictor $\mathcal{A}[S]$ is neither fixed nor independent from the set of examples $S$.

One way to handle this is to split the set of examples $S$ into two independent subsets: a training set $S_T$ and another set $S_V$ that is used to estimate the expected risk of $\mathcal{A}[S_T]$, the model learned on the training set $S_T$. For that purpose, one can compute the holdout validation error $Err_{\text{val}}$ as defined by the equation below

$$Err_{\text{val}}(\mathcal{A}, S_T, S_V) = R_{\text{empirical}}(\mathcal{A}[S_T], S_V).$$

Cross-validation is another popular method that can be used to estimate the expected risk obtained with a given learning algorithm. In a $k$-fold cross-validation method, the set of examples $S$ is partitioned into $k$ folds $(S_i)_{i \in \{1, \ldots, k\}}$. Let's denote $S_{-i} = S \setminus S_i$. In this method, $k$ trainings are performed in order to obtain the $k$ predictors $\mathcal{A}[S_{-i}]$. The mean of the holdout validation errors is computed, giving us the cross-validation estimation below

$$CV(\mathcal{A}, S) = \frac{1}{k} \sum_{i=1}^{k} R_{\text{val}}(\mathcal{A}, S_{-i}, S_i).$$

This method is more computationally expensive than the holdout method but the cross-validation is more accurate than the holdout method [31]. In our experiments, the folds were stratified. This technique is said to give more accurate estimates [32].

The accuracy estimation has basically two purposes: i) model selection in which we select the “best” model using accuracy measurements and ii) model assessment in which we estimate the accuracy of the selected model. For model selection, the set $S_V$ in $Err_{\text{val}}(\mathcal{A}, S_T, S_V)$ is called validation set whereas in model assessment this set is called testing set.

C. Hyperparameter Tuning

Some learning algorithms have hyperparameters. These hyperparameters $\lambda$ are the parameters of the learning algorithm $\mathcal{A}_\lambda$. These parameters cannot be adjusted using the empirical risk because most of the hyperparameters are directly or indirectly related to the size of $F$. Thus, if the empirical risk was used, the selected hyperparameters would always be the ones associated to the largest $F$.

These hyperparameters allow us to control the size of $F$ in order to deal with the bias-variance tradeoff. These hyperparameters can be tuned using the holdout method on a validation set for accuracy estimation. In order to find $\lambda$ minimizing the accuracy estimation we have used a grid search which consists in an exhaustive search on a predefined set of hyperparameters. The algorithm 1 obtained is a learning algorithm without any hyperparameters. In this algorithm, 20% of the training set is held out as a validation set.

Algorithm 1: Hyperparameters tuning for an algorithm $\mathcal{A}_\lambda$ and a set of examples $T$ (training set).

$$\begin{align*}
\text{function} & \quad \text{TUNE}_{\text{GRID}}(\mathcal{A}_\lambda, \text{gridy})[T] \\
& \quad (T_T, T_V) \leftarrow \text{split}_{\{80\%, 20\%\}}(T) \\
& \quad \lambda^* \leftarrow \arg \min_{\lambda \in \text{gridy}} Err_{\text{val}}(\mathcal{A}_\lambda, T_T, T_V) \\
& \quad \text{return} \quad \mathcal{A}_{\lambda^*}[T]
\end{align*}$$

V. APPLYING MACHINE LEARNING TO OUR PROBLEM

A. Different Sets of Variables

We want to find $f$ such that $\hat{m}_{11, \text{future}} = f(x)$, with $x$ the information available when the prediction is computed. The choice of explanatory variables $x$ is of considerable importance to the performance of the prediction model.

In this work, the candidate explanatory variables $x$ are classified in five groups of variables depending on their provenance and their type. These groups are described in Table IV. The $r$ (“radar”) group contains 297 variables extracted from the available Radar data, for the 11 past points of each trajectory. The $m$ (“mass”) group contains 3 numerical variables. Two of them are masses estimated using the adaptive [25] and least square [22], [23] methods. $e_{LS}$ is the root mean squared error of the energy rate prediction obtained with the least square method on the past points of the trajectory. The $w$ (“weather”) group contains 20 numerical variables. This group contains $\Delta T$ (weather grid) and $W_{\text{along}}$ (weather grid) computed on the last point of the past trajectory. These quantities are computed at the 10 different altitudes of the weather grid. Finally, the $p$ (“flight plan”) group contains 3 numerical variables and group $c$ contains 3 categorical variables, also extracted from the flight plan.

Several combinations of these groups are tested, as specified in Table IV: $r$, $\bar{m}$, $\bar{w}$, and $\bar{p}$ and $\bar{c}$. The last group contains categorical variables that can be handled straightforwardly by the Gradient Boosting Machine (GBM) algorithm, but not by the other Machine Learning methods that we used.

B. Machine Learning Algorithms

Five different classical Machine Learning algorithms were tested in this study. These algorithms optimize the risk given by a quadratic loss $L(\hat{y}, y) = (\hat{y} - y)^2$. A multiple linear regression on the $k$ variables selected by a forward-selection MLR-FS [33], [34], a Ridge regression Ridge$_\lambda$ [35] with $\lambda$ the penalty hyperparameter, and a principal component regression PCR$_k$ [36] on the $k$ principal components were tested. In these three methods, the obtained model is a linear combination of the explanatory variables. However, the obtained models are different because these algorithms have different ways to control the set of functions $F$ through their hyperparameters. A single-layer neural network $\text{NNet}_{n, \lambda}$ [37] was tested with a weight decay $\lambda$ and a number of $n$ hidden units. A stochastic gradient boosting tree algorithm $\text{GBM}_{(m, J_{\nu})}$ [38] was tested with $m$ the boosting iterations, $J$ the interaction depth and $\nu$ the penalty hyperparameter.
TABLE IV
This table summarizes the different sets of variables used by the machine learning algorithms.

<table>
<thead>
<tr>
<th>Variables</th>
<th>$R_p$</th>
<th>$\Delta R_p$</th>
<th>$dV_{ay}$</th>
<th>$\Delta dV_{ay}$</th>
<th>$dV_{ay}$</th>
<th>$\Delta dV_{ay}$</th>
<th>$W_{cry}$</th>
<th>$\Delta W_{cry}$</th>
<th>$W_{cry}$</th>
<th>$\Delta W_{cry}$</th>
<th>$W_{cry}$</th>
<th>$\Delta W_{cry}$</th>
<th>$W_{cry}$</th>
<th>$\Delta W_{cry}$</th>
<th>$W_{cry}$</th>
<th>$\Delta W_{cry}$</th>
<th>$W_{cry}$</th>
<th>$\Delta W_{cry}$</th>
<th>$W_{cry}$</th>
<th>$\Delta W_{cry}$</th>
<th>$W_{cry}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\tilde{m}_{LS}$</td>
<td>$\tilde{m}_{AD}$</td>
<td>$\Delta T$</td>
<td>$\tilde{W}_{long}$</td>
<td>$\tilde{W}_{long}$</td>
<td>$\tilde{W}_{long}$</td>
<td>$\tilde{W}_{long}$</td>
<td>$\tilde{W}_{long}$</td>
<td>$\tilde{W}_{long}$</td>
<td>$\tilde{W}_{long}$</td>
<td>$\tilde{W}_{long}$</td>
<td>$\tilde{W}_{long}$</td>
<td>$\tilde{W}_{long}$</td>
<td>$\tilde{W}_{long}$</td>
<td>$\tilde{W}_{long}$</td>
<td>$\tilde{W}_{long}$</td>
<td>$\tilde{W}_{long}$</td>
<td>$\tilde{W}_{long}$</td>
<td>$\tilde{W}_{long}$</td>
<td>$\tilde{W}_{long}$</td>
<td>$\tilde{W}_{long}$</td>
<td>$\tilde{W}_{long}$</td>
</tr>
</tbody>
</table>

VI. Results and Discussion

All the statistics presented in this section are computed using a stratified 10-fold cross-validation embedding the hyperparameter selection. Fig. 4 illustrates how the data is partitioned, denoting $\lambda$ the hyperparameter vector. Our set of examples $S$ is partitioned in 10 folds $(S_i)_{1 \leq i \leq 10}$. The hyperparameters used to learn from $S_{-i}$ are selected using 20% of the fold $S_{-i}$ as a validation set. The model learned with these hyperparameters on $S_{-i}$ is then used to predict the mass on the test set $S_i$. Obviously, the intersection of the training set $S_{-i}$ and the test set $S_i$ is empty: they do not share any example. Overall, our set of predicted values (masses or altitudes) is the concatenation of the ten TuneGrid($A_\lambda$, grid)$[S_{-i}](S_i)$ (see algorithm 1). Therefore, all the statistics presented in this section are computed on test sets. Each large set of examples $S$ corresponding to one of the 9 aircraft types is split in 10 folds $(S_i)_{1 \leq i \leq 10}$, randomly choosing the climb segments. Thus, all the examples generated by one climbing segment are only in one fold $S_i$. This guarantees that the examples in fold $S_i$ are independent from the ones in $S_{-i} = S \setminus S_i$.

A. Prediction of the Mass $\hat{m}_{11,\text{future}}$

The results obtained with the Machine Learning algorithm on the set $A_{320\text{small}}$ are reported in Table VI. The results obtained with the BADA reference mass $m_{\text{ref}}$, as well as the masses $\hat{m}_{LS}$ and $\hat{m}_{AD}$ estimated with the least square and adaptive methods, are also stated in this table as a baseline.
error (RMSE), we can see that all linear models have about the same performance. Equally, NNet and GBM perform similarly, with a slight advantage for the latter. For all methods, the more variables we have, the more accurate the prediction is. However, the error on the mass is not significantly reduced by adding the group of variables \( w \) ("wind") to the set \( \hat{m} \). The greater error reduction is obtained by adding the group \( \hat{m} \) ("mass") to the "radar" set \( r \), especially for the linear models. This was expected, as these estimated masses are highly correlated with \( \hat{m}_{11, \text{future}} \), with a correlation coefficient above 0.94. In comparison, all the variables in set \( r \) have a correlation coefficient with \( \hat{m}_{11, \text{future}} \) below 0.61. However, one has to keep in mind that these correlation coefficients are computed taking the variables one by one. In a regression context, all these variables are used altogether and as stated in [39]: variables that are useless by themselves can be useful together.

Among the different machine learning methods, the best results for the \( A320_{\text{small}} \) data set are obtained with the GBM method, with the variables \( \text{cruise} \). Throughout the rest of the document we will use this setup (GBM with \( \text{cruise} \)) and compare it with the BADA baseline and the mass estimation methods, using the 9 large sets of examples. The results obtained for the larger data sets corresponding to 9 different aircraft types are presented in Table VII. When compared with the two mass estimation methods, the RMSE of the relative error on the mass is reduced by at least 30% when using the GBM method.

### Trajectory Prediction Using the Predicted Mass

In order to actually predict a trajectory using the BADA model and assuming a \( \text{max climb} \) thrust, one has to specify a mass, but also a speed profile. Both are usually unknown from ground systems. In our experiment, we want to evaluate the impact of the predicted mass on the trajectory prediction. Thus, we assume the speed profile to be known. The trajectory is computed using the mass predicted by the Machine Learning model and the speed profile \( V_a = V_a(\text{obs})(t) \) observed on the future points. With this setup, we just look at the influence of the predicted mass—and the energy rate prediction—on the altitude prediction, disregarding the additional errors that might be induced by erroneous assumptions on the speed intent.

The results obtained on the trajectory prediction are presented in Table VIII. The performance ranking of the methods is the same as in Table VII. This was to be expected, as both the computation of the response variable \( \hat{m}_{11, \text{future}} \) in our examples and the energy rate and altitude prediction using the
predicted mass rely on the same underlying physical model. Thus, an accurate mass prediction is likely to produce an accurate altitude prediction.

Using the GBM algorithm with the set $\text{chirp}_{w}$, the RMSE on the altitude at a 10 minutes look-ahead time is reduced by at least 58% when compared with the baseline obtained with the BADA reference mass $m_{\text{ref}}$. When compared with the two mass estimation methods, the RMSE is reduced by at least 28% when using the GBM method.

C. Results Using the BADA Speed Profile

In the previous subsection, we used the observed speed profile $V_a = V_{a}^{\text{obs}}(t)$ because we were interested in assessing the errors related to a wrong mass prediction. However, in real life, this observed speed profile is not known when the predicted trajectory is computed. Thus, the results in Section V-B are not representative of what would be obtained in an operational context. For want of anything better one can use the speed profile specified in the BADA model.

Using this BADA speed profile, Table IX presents the statistics on the error on the predicted altitude at time $t = 600$ s. Considering the RMSE (6th column), we see that the performance ranking of the different methods is not as clear-cut as when the speed profile is assumed to be perfectly known. However, for all aircraft types except E145, the Machine Learning approach using GBM still significantly improves the altitude prediction when compared with the baseline BADA method, with benefits ranging from 29% (F100) to about 85% (B772 and B744), in percentage. For the E145 type, we see that neither the GBM method nor the mass estimation methods improve the results.

When comparing GBM with the mass estimation methods, disregarding the E145 case, we see that GBM performs better, with a benefit of at least 17%, in all cases except for type F100 where the performances are similar.

The reason why the performance ranking of the different methods changes when taking the default BADA speed intent instead of the observed speed profile is quite simple. When investigating our results, we found out huge differences between the actual speed profile and the BADA speed profile, especially for the aircraft types E145, F100, and B744. The root mean square of $(V_a^{\text{(BADA)}} - V_{a}^{\text{obs}})$ for the aircraft type E145, F100 and B744 are respectively 76 kts, 42 kts and 36 kts while it is around 20 kts for the other aircraft types. The prediction for the B744 is still significantly improved when compared with the reference mass method because this reference mass is very different from the mass $\hat{m}_{1,\text{future}}$. For the two other aircraft types for which $V_a^{\text{(BADA)}}$ is not in accordance with the observed speed $V_{a}^{\text{obs}}$, the benefit of learning or estimating the mass is pretty much reduced, because of this poor estimation of the speed profile.

Note that if we focus on the 6 aircraft types for which the speed profile is relatively correct, the RMSE reduction ranges from 46% to 86% when comparing the Machine Learning approach with the BADA baseline, and from 17% to 49% when comparing with the mass estimation methods. In future work, the results might be improved by learning a model computing the future speed profile from the available variables.

D. Discussion on the Results

The mass estimation methods rely on a physical model (BADA) and the past trajectory points to compute the prediction. When making this prediction, we implicitly assume that the thrust law for the future points is the same as for the past points (e.g. max climb thrust all along the climb). This assumption might not always be true, however. The pilot may change the thrust settings during the climb for number of reasons: Air Traffic Control procedures or instructions, airline procedures, noise abatement, etc. Consequently, if our assumption on the future thrust setting is wrong, this will result in a wrong model of the specific power, as illustrated on Fig. 5. On this example, the observed energy rate $e_{w}$ shows high variations before $t = 0$, and seems to stabilize at a higher level after $t = 0$. This is a typical case where the least square estimation method performs poorly: the modeled specific power $(SP(\hat{m}_{\text{LS}}))$ on the figure) is adjusted on the points before $t = 0$, and gives a poor prediction after $t = 0$. The adaptive method performs slightly better. $SP(\hat{m}_{\text{Ad}})$ is closer to $e_{w}$ on the future points. This is due to the adaptive mechanism limiting the influence of high variations of the observed energy rate.
On the example in Fig. 5, we see that the modeled power \(SP(\hat{m}_{\text{predicted}})\) using the predicted mass fits the observed energy rate \(e_w\) quite well on the points after \(t = 0\). It is also quite close to \(SP(\hat{m}_{11.\text{future}})\), which is the best approximation we can make when using the mass adjusted on the future points.

In all methods, the mass is computed from the data that is available at \(t = 0\) i.e. at the moment when the trajectory prediction would be computed in an operational context. However, the Machine Learning models make use of far more variables than the mass estimation methods. For instance, Machine Learning methods can use the distance between the departure and arrival airports as an explanatory variable. Such data is irrelevant in a physical model of the forces, though it does bring some information on the actual mass: the take-off weight of an aircraft depends on the fuel necessary to cross the distance.

The Machine Learning approach can make use of such information, whereas the mass estimation methods cannot.

VII. CONCLUSION

To conclude, let us summarize our approach and findings, before giving a few perspectives on future works. In this study, we have tested Machine Learning methods using real Mode-C radar data. A model predicting the aircraft mass from a vector of explanatory variables is learned using Machine Learning techniques. This model is learned from a set of examples in which the response variable \(\hat{m}_{11.\text{future}}\) is extracted from the “future” points of each example trajectory.

We have compared our Machine Learning approach with the baseline Eurocontrol BADA (Base of Aircraft Data) method and with two state-of-the-art methods where the mass is estimated using the past trajectory points only. This comparison is made using a 10-fold cross-validation and for nine different aircraft types departing from the two main airports in Paris area.

In a first step, we have assumed the “future” speed profile to be perfectly known so as to assess only the influence of the mass accuracy on the altitude prediction. When comparing our Machine Learning approach with the baseline, the RMSE on the predicted altitude is reduced by at least 58%, and up to nearly 92%, depending on the aircraft type. When comparing with the mass estimation methods, the RMSE reduction when using our method ranges from about 28% to 52%.

In a second step, we have used the default BADA speed profile so as to be as close as possible to the operational context where the actual speed intent is not known. In this context, the benefit of learning or estimating the mass is greatly reduced when the default BADA speed profile is far from the actual speed profile, which was the case for three aircraft types out of nine in our experimental setup. For the 6 remaining aircraft types, the reduction in RMSE on the altitude prediction ranges from 46% to 86% when comparing the Machine Learning approach with the BADA baseline, and from 17% to 49% when comparing with the mass estimation methods.

Concerning the 3 aircraft types (F100, E145, B744) for which the BADA speed profile poorly approximates the actual speed profile, the results still show a 85% reduction in RMSE for the B744 type when compared with the baseline, and a 28% reduction when comparing with the mass estimation methods. This is because the actual mass for this aircraft (Boeing 747-400) is also very poorly approximated by the BADA reference mass: Improving the mass prediction for such a heavy aircraft still does improve the altitude prediction, even when the speed profile is poorly estimated. For the F100 type (Fokker 100), the Machine Learning approach and the mass estimation methods give similar results, with a reduction in RMSE around 30%.

Finally, there is only one aircraft type (E145) for which the poor BADA approximation of the speed profile cancels the benefits of learning or estimating the mass.

In future work, these results might be improved again by learning a model predicting the future speed profile from the explanatory variables.

From an operational point of view, the resulting improvement in the climb prediction accuracy would certainly benefit air traffic controllers, especially in the vertical separation task as shown in [17]. In future works, it could be interesting to test this method on Mode-S radar data which are more accurate than Mode-C radar data, and to extend our study to other airports.
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