Resolution enhancement in medical ultrasound imaging
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Abstract. Image resolution enhancement is a problem of considerable interest in all medical imaging modalities. Unlike general purpose imaging or video processing, for a very long time, medical image resolution enhancement has been based on optimization of the imaging devices. Although some recent works purport to deal with image postprocessing, much remains to be done regarding medical image enhancement via postprocessing, especially in ultrasound imaging. We face a resolution improvement issue in the case of medical ultrasound imaging. We propose to investigate this problem using multidimensional autoregressive (AR) models. Noting that the estimation of the envelope of an ultrasound radio frequency (RF) signal is very similar to the estimation of classical Fourier-based power spectrum estimation, we theoretically show that a domain change and a multidimensional AR model can be used to achieve super-resolution in ultrasound imaging provided the order is estimated correctly. Here, this is done by means of a technique that simultaneously estimates the order and the parameters of a multidimensional model using relevant regression matrix factorization. Doing so, the proposed method specifically fits ultrasound imaging and provides an estimated envelope. Moreover, an expression that links the theoretical image resolution to both the image acquisition features (such as the point spread function) and a postprocessing feature (the AR model) order is derived. The overall contribution of this work is threefold. First, it allows for automatic resolution improvement. Through a simple model and without any specific manual algorithmic parameter tuning, as is used in common methods, the proposed technique simply and exclusively uses the ultrasound RF signal as input and provides the improved B-mode as output. Second, it allows for the a priori prediction of the improvement in resolution via the knowledge of the parametric model order before actual processing. Finally, to achieve the previous goal, while classical parametric methods would first estimate the model order and then the model parameters, our approach estimates the model parameters and the order simultaneously. The effectiveness of the methodology is validated using two-dimensional synthetic and in vivo data. We show that, compared to other techniques, our method provides better results from a qualitative and a quantitative viewpoint.
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1 Introduction

Ultrasound imaging is one of the most commonly used medical imaging modalities. Its low cost, nonionizing characteristics, ease of use, and real-time nature make it the gold standard for many crucial diagnostic exams, especially in obstetrics and cardiology. However, there is a compromise to find between imaging depth and resolution. This compromise directly results from the fundamental principles of ultrasound imaging. Classically, the resolution of an imaging system is its ability to separate two close source points. A medical ultrasound image of a structure consists of a collection of individual signatures of the elementary components (echoes) of the tissue (scatterers). An individual signature can be captured through the point spread function (PSF) of the imaging system. The separability of two point sources is restricted by the Rayleigh diffraction limit. For years, the enhancement of the resolution has been based on the optimization of either the transducers, e.g., Refs. 2 and 3, or the devices, e.g., Refs. 4–6. The basic idea is that the resolution of the ultrasound imaging system depends mainly on the characteristics of the transducer, such as its center frequency, bandwidth, and focusing properties. For example, considering two-dimensional ultrasound imaging, these resolutions in each spatial dimension are referred to as lateral ($r_l$) and axial ($r_a$) resolutions and can be expressed by:

$$r_l = \frac{\lambda f_{\text{number}}}{D}; \quad r_a = \frac{c}{2B_w},$$

where $\lambda$ is the average ultrasound wavelength, $c$ is the speed of sound, and $f_{\text{number}} = L/D$, where $D$ and $L$ are, respectively, the diameter and the focal length of the transducer (sensor). $B_w$ is the bandwidth of the transducer. $r_l$ and $r_a$ are the actual spatial resolution accessible through the PSF of the imaging system. The higher the frequency, the better is the resolution; thus, the ultrasound frequency or bandwidth have to be increased to improve the spatial resolution of ultrasound images, e.g., Ref. 6. Unfortunately, increasing the ultrasound frequency or bandwidth have to be increased to improve the spatial resolution of ultrasound images, e.g., Ref. 6.
resolution without decreasing its depth is to use image processing techniques. Recently, this problem of resolution enhancement by the postprocessing of images rather than by device engineering has received a lot of interest. Investigations have been mostly limited to general purpose deconvolution techniques, e.g., Refs. 5 and 7–10. This paper is a deepening of preliminary studies introduced in Refs. 11 and 12. The aim of this paper is twofold. The first aim is to predict, a priori, the achievable improvement in resolution from an image, given the associated imaging system. The second objective is to introduce an effective method for improving the resolution of ultrasound images. We show that autoregressive (AR) modeling is a technique that is pertinent in the context of resolution improvement in ultrasound imaging. However, two problems have to be solved. The first is the presence of colored or correlated artifact noise on the radio frequency (RF) lines. The second originates from the difficulty of simultaneously estimating both the parameters and orders of the AR model for real-time purposes. Interestingly, as shown in this paper, noise does not change anything regarding the resolution, provided the parameters of the model are estimated correctly. Otherwise, the parameters are biased if an unsuitable parameter estimation technique is used (for instance, if a classical least-square-type algorithm is used). We present a multidimensional instrumental matrix estimation technique to overcome these issues of correct parameter estimation. Thus, the contribution of this work is threefold: first it allows for automatic resolution improvement. No estimation of the PSF of an imaging system is needed. This also means that no specific manual algorithmic parameter tuning is used as is the case with common methods. Consequently, our technique simply and exclusively uses the ultrasound RF signal as input and provides the improved B-mode as output. Second, it allows for automatic resolution improvement. No estimation of the PSF of an imaging system is needed. This also means that no specific manual algorithmic parameter tuning is used as is the case with common methods. Consequently, our technique simply and exclusively uses the ultrasound RF signal as input and provides the improved B-mode as output. Second, it allows for automatic resolution improvement. No estimation of the PSF of an imaging system is needed. This also means that no specific manual algorithmic parameter tuning is used as is the case with common methods. Consequently, our technique simply and exclusively uses the ultrasound RF signal as input and provides the improved B-mode as output. Finally, Sec. 5 is devoted to the conclusion and general discussions.

2 Framework and Models

2.1 Background on Ultrasound Imaging and Resolution Quantification Through a Model

One of the most common ultrasound imaging representations is known as B-mode. The envelopes of individual signals received from structures to be imaged or RF signals are computed after beamforming, filtered, log-compressed, and, finally, displayed in gray levels (Fig. 1). Given an individual baseband RF echo \( g(z) \), its envelope is, thus, defined by:

\[
P_b(z) = |g_{\text{LQ}}(z)|,\]

with

\[
g_{\text{LQ}}(z) = g(z) + jHT[g(z)],\]

where \( j^2 = -1 \) and \( g_{\text{LQ}} \) is referred to as the complex analytical signal [or nondemodulated In-phase and Quadrature (I/Q) signal]. The envelope is obtained through step B of Fig. 1 and \( HT[\cdot] \) denotes the Hilbert transform used in step A of Fig. 1. In step B, the magnitude of \( g_{\text{LQ}} \) is computed. For a real-value narrowband (echo) signal \( g(t) \), the Hilbert transform is defined by:

\[
HT[g(z)] = -g(z) \otimes 1/\pi z.
\]

where \( \otimes \) stands for the convolution product. Step C of Fig. 1 is a log compression and step D is a conversion to gray levels. All the B-mode echoes are then juxtaposed to be displayed as an image. Here, we are interested in post-beamforming imaging.

2.2 Proposed Parametric Spectral Like Super-Resolution Approach

Starting from Eq. (2) giving the B-mode representation, we will show hereafter that an analogy may be done between the envelope estimation and the classical Fourier-based power spectrum density. In the following, the classical Fourier-based power spectrum density will be referred to as PSD. It is known that the PSD estimates have poor frequency resolution. One main solution to improve the resolution of the PSD is to use parametric methods, such as AR, to estimate the PSD.13,14

Let us begin by recalling a classical result from parametric AR spectral modeling. The interested reader may refer to, e.g., Refs. 13 and 14. Let a given real- or complex-number signal \( y(n) \) defined by \( N \) samples be modeled by an AR process. The signal \( y(n) \) may be rewritten as:

![Fig. 1 Principle of B-mode imaging. Like the original ultrasound image, which is a collection of \( g(z) \) echoes, the B-mode image is a collection of B-mode echoes.](image-url)
blue \( y(n) = - \sum_{i=1}^{M} a_i y(n-i) + \omega(n), \)

where \( M \) is the number of parameters, also referred to as the model order, \( \omega(n) \) is a zero mean white noise, with variance \( \sigma^2 \), and the parameters \( a_i \) are complex number parameters. The methodology also stands for nonwhite noise.

From Eq. (5), it can be shown that the PSD is given by:

\[
\text{PSD}_y(f) = \frac{\sigma^2}{1 + \sum_{m=1}^{M} a_m \exp(-2\pi j mf)^2}. \tag{6}
\]

where \( j^2 = -1 \) and \( f \) stands for the normalized frequency such that \(-1/2 \leq f \leq 1/2\). From Eq. (6), it can be seen that since \( \text{PSD}_y(f) \) is directly linked to the frequency variable \( f \) via the exponential function, the frequency resolution may be theoretically not limited, provided the \( a_m \) coefficients and the model order \( M \) are known. The classical spectral analysis may be resumed as follows. We consider for better readability, without loss of generality, a noiseless signal \( y(n) \) (when the signal is noisy, the results are valid, the signal is split on some short windows, and the PSD is averaged on these windows). To obtain the PSD of a time or space-varying signal \( y(n) \), two possible paths exist.

- **Path 1:** From the time or space-varying signal \( y(n) \), first compute the Fourier transform; then take the magnitude (possibly averaged on short windows) to obtain the PSD, say \( P(f) \).
- **Path 2:** From the time or space-varying signal \( y(n) \), perform an AR analysis by first estimating the AR parameter \( a_i \) in Eq. (5); then estimate the PSD using Eq. (6).

It is well known that parametric spectral methods (as compared to some classical Fourier spectral analyses) improve the frequency resolution of a PSD estimation. Moreover, it results from Fig. 1 that the ultrasound B-mode computation is based on the estimation of the envelope image. Thus, obtaining the envelope of an ultrasound signal is very similar to obtaining the classical PSD (path 1). That is, they are the magnitudes of, respectively, the complex analytical signal (Eq. (2)) and the Fourier transform. To improve the resolution of the envelope of an ultrasound signal, we propose to use the AR modeling as in classical spectral (PSD) analysis, by following (path 2) through a domain change.

This is achieved by computing the inverse Fourier transform of the received echo signal. This is explained by the fact that in spectral analysis, the time or space signal and the PSD are in two different domains (respectively, the time or space domain and frequency domain), whereas in the envelope estimation, the time or space signal and the envelope are in the same domain. Thus, for envelope estimation with AR modeling, we need to change the processing domain so that this processing domain differs from the envelope domain. To do so, we go from the time or space domain to the inverse Fourier domain so that applying AR modeling yields the original time or space domain. The parametric spectral model is, thus, applied to the result of the inverse Fourier transform of the time or space signals, and gives us an estimation of envelope of the ultrasound signal (instead of the PSD). This is the dual part of Eqs. (5) and (6). Equation (5) is in the time or space domain and Eq. (6) in the frequency domain. Thus, performing an inverse Fourier transform of the RF signal and then using Eqs. (5) and (6) on this inverse Fourier transform leads to a new (better resolved) envelope signal.

The domain change and the super-resolved envelope estimation method are further detailed below.

Let us consider the spatial resolution analysis problem and, especially, the evaluation of the resolution. Consider two point objects, separated by a distance \( d \), receiving a beam and reflecting ultrasound toward the emitting transducer. Assume the PSF of this imaging system is \( g \), and assume its envelope has an absolute maximum, causal and zero at infinity.

Also assume all the parameters of the ultrasound imaging system (speed of sound, frequency, attenuation, etc.) are fixed. The two point sources located at \( d_1 \) and \( d_2 = d_1 + d \) produce the echoes \( g(z - d_1) \) and \( g(z - d_1 - d) \), respectively (see Fig. 2).

Performing a trivial variable change and sampling above the Nyquist frequency, the received echo signal can be written as:

\[
y(z_k) = \alpha_1 g(z_k + \frac{d}{2}) + \alpha_2 g(z_k - \frac{d}{2}) + w(z_k), \tag{7}
\]

where \( \alpha_1 \) and \( \alpha_2 \) denote the uncorrelated random magnitude of each point and are related to the acoustic properties of the point sources. \( w(z_k) \) is an additive zero mean Gaussian white noise with variance \( \sigma_w^2 \). Each point’s response is, thus, a convolution of a band-limited PSF envelope with a Dirac peak located at \( d_1 = -(d/2) \) and \( d_2 = (d/2) \).

Applying the inverse Fourier transform to Eq. (7), we obtain:

\[
Y(u_k) = \alpha_1 G(u_k) \exp(-j2\pi \frac{d}{2} u_k) + \alpha_2 G(u_k) \exp(j2\pi \frac{d}{2} u_k) + W(u_k). \tag{8}
\]

The AR model is then applied to Eq. (8) to improve the envelope resolution.

In the following, we consider different assumptions:

- The speed of sound is constant over the imaged tissues.
- The two point sources are sufficiently close to have the same attenuation.
- We consider, without loss of generality, that the PSF has a unit energy.
What we are interested in here is finding a practical way to access the resolution. Let us summarize the proposed method. From the received ultrasound RF signal $y(z_k)$, we perform an inverse Fourier transform to obtain $Y(u_k)$, then we apply an AR model using $Y(u_k)$ [that is, we replace $y(n)$ in Eq. (5) by $Y(u_k)$ instead of $y(z_k)$], and, finally, we estimate the envelope by using Eq. (6) as shown below:

$$y(z_k) \overset{FT^{-1}}{\longrightarrow} Y(u_k) \overset{AR \ model}{\longrightarrow} S_{AR}(z),$$

where $z_k$ and $z$ are time or space variables. $z_k$ is discrete time (or space), whereas $z$ is the continuous-time (or space) variable according to Eq. (6); $S_{AR}(z) \in \mathbb{R}^+$. Instead of providing an estimated PSD, the parametric spectral method gives us $S_{AR}(z)$, an estimated envelope of $y(z)$, thanks to the inverse Fourier transform previously computed. $S_{AR}(z)$ is, thus, a parametric spectral like an envelope. Note that any other high-resolution spectral analysis method can be used instead of AR modeling, which is used here for convenience and simple derivations.

We now investigate the relevance of the method by analyzing the relationship among the resolution, signal-to-noise ratio (SNR), and the model features.

Let us, thus, define

$$\theta = [a_1, a_2, \ldots, a_M]^T.$$  \hspace{1cm} (9)

The estimate of $\theta$ will be further denoted by $\hat{\theta}$.

In this context, by ignoring the constant, which is not useful here, Eq. (6) can be rewritten as

$$S_{AR}(z) = \frac{1}{A(z)},$$

where $S_{AR}$ is the super-resolved envelope of the RF signal, and

$$A(z) = (1 - z^H \hat{\theta})^*(1 - z^H \hat{\theta}),$$

where $T$ and $H$ stand, respectively, for the transpose and conjugate operators, and

$$z = [\exp(jz), \exp(j2z), \ldots, \exp(jMz)]^T.$$  \hspace{1cm} (12)

A practical condition$^{5,17}$ for determining the resolution ability is analyzing $A(z)$ [rather than $S_{AR}(z)$] at the center location of the interval $d$, i.e., compare $A(0)$ with the average of the envelope evaluated at locations $d_1$ and $d_2$. To do so, it is common to define the quantity

$$R = A(-d/2) + A(d/2) - 2A(0),$$

and the resolution problem comes to the point of hypothesis testing:

$$\left\{ \begin{array}{ll} R < 0: & \text{the two points are resolved} \\ R \geq 0: & \text{the two points are not resolved} \end{array} \right.$$  \hspace{1cm} (14)

Actually, the resolution limit case corresponds to

$$R = 0.$$  \hspace{1cm} (15)

From Eqs. (5) and (8), let us define

$$\phi(u_k - 1) = [Y(u_k - 1) \ldots Y(u_k - M)]^T,$$  \hspace{1cm} (16)

$$C_y = E[\phi(u_k - 1)\phi^H(u_k - 1)],$$

$$\Psi = E[\phi(u_k - 1)\phi^*(u_k)],$$

$$\bar{z}_p = [\exp(jz_p^1), \exp(jz_p^2), \ldots, \exp(jMz_p^r)]^T,$$

with $p = \{1, 2, 3\}$ and $z_1 = -\frac{d}{2}$, $z_2 = \frac{d}{2}$, $z_3 = 0$,

$$\text{where } C_y \text{ is the data covariance matrix. Note that } C_y \text{ explicitly depends on the model order } M.$$  \hspace{1cm} (20)

These provide the least square estimate given by

$$\hat{\theta} = C_y^{-1}\Psi.$$  \hspace{1cm} (21)

Thus, when $\hat{\theta}$ is estimated, $R$ in Eq. (13) can be estimated using Eq. (11). Thus, solving Eq. (15) makes it possible to establish a nonlinear relation among the resolution limit, the SNR, and the model order (see Sec. 2.3).

2.3 Resolution Analysis

Here, we perform resolution analysis with respect to the imaging features. For readability, from Eq. (7), we set

$$\alpha_i = a_i,$$

and

$$\text{SNR} = \frac{\alpha_i^2}{\sigma_i^2} \text{ in all the following.}$$

Here, we perform an analysis with different kinds of PSF.

2.3.1 Ideal case

First, we consider the ideal case in which we set $g(z) = \delta(z)$ in Eq. (7), which means $y$ is wide-band. When $y$ is wide-band, i.e., $G(u) \sim 1$, an explicit nonlinear expression, can be provided. Indeed, from Eqs. (6) and (17) comes

$$C_y = \sigma_1^2 z_1^H \bar{z}_1 + \sigma_2^2 z_2^H \bar{z}_2 + \sigma_3^2 I.$$  \hspace{1cm} (22)

Define

$$\tau_{1i} = \frac{z_i^H \bar{z}_1}{M},$$  \hspace{1cm} (23)

with $k, l \in \{1, 2, 3\}$. Using either the matrix inversion lemma or eigenvalue/vector decomposition,$^{15,17}$ it can be shown that $R$ in Eq. (13) yields

$$R(M, \Delta, \text{SNR}) = |B_1|^2 + |B_2|^2 - 2|B_1||B_2|,$$  \hspace{1cm} (24)

where

$$B_1 = \beta_1 M + \beta_2 M \tau_{12},$$

$$B_2 = \beta_1 M \tau_{21} + \beta_2 M,$$

$$B_3 = \beta_1 M \tau_{31} + \beta_2 M \tau_{32},$$

$$\beta_1 = \text{SNR} + \frac{M(\text{SNR})^2[|M(\text{SNR})|(|\tau_{12}|^2 - 1) + 1]}{[M(\text{SNR}) + 1]^2 - |M(\text{SNR})|^2},$$

$$\beta_2 = \text{SNR} + \frac{M(\text{SNR})^2[|M(\text{SNR})|(|\tau_{12}|^2 - 1) + 1]}{[M(\text{SNR}) + 1]^2 - |M(\text{SNR})|^2}. $$
This particular case is similar to the work reported in Ref. 17. Solving this nonlinear equation provides the resolution. The results are shown in Fig. 3. Thus, the resolution increases with the model order and the SNR. However, this relation is not clear for a low SNR (< 0 dB). This means better resolution may not be achieved for a very low SNR. In practical applications, one does not consider an SNR < 0 dB.

2.3.2 Gaussian envelope

Let us now consider the PSF as \( g(u) = e^{-u^2/2\chi^2} \cos(2\pi f_0 u) \). We define \( B = (1/2\pi\chi) \). The relative (frequency) bandwidth of \( g \) is then defined by \( B/f_0 \) with \( f_0 \) the center frequency of the transducer. In ultrasound imaging, this is an important parameter that is used to characterize the transducers.

We consider here relative bandwidths of 30, 50, 100, and 150%. As can be seen in Figs. 4–7, the resolution is directly related to the bandwidth and the model order.

\[
\begin{align*}
    d &= \frac{K_B (1 + 1/B)^{\theta_B}}{\text{SNR}^{\theta_S} (1 + M)^{\theta_M}}. \\
    &\text{(25)}
\end{align*}
\]

with \( K_B = 0.29; \quad \theta_B = 0.25; \quad \theta_S = 0.31; \quad \theta_M = 0.52 \). This expression shows the relation among resolution, SNR, model order, and bandwidth. Typically, for ultrasound systems, the bandwidth is constant. So the higher the order, the better is the resolution. However, an optimal order should be chosen to avoid artifacts.
2.3.3 Nonsymmetric ultrasound echo

In ultrasound imaging, ultrasound is emitted through a pulse which is not symmetrical. In this section, we, hence, use a nonsymmetric PSF in order to more closely approximate the medical ultrasound imaging conditions. In this case, based on the example in Sec. 2.3.2, the PSF is assumed to be

\[ g(u) = u^3 e^{-u^2/2} \cos(2\pi f_0 u) \],

see Fig. 8.

The results in Fig. 9 are similar to the Gaussian envelope case. This confirms the relationship among the resolution, model order, and bandwidth of the system (PSF).

The relationship between AR model order and the characteristics of the transducer PSF is direct but nonlinear. This relation suggests that finding the order is an important issue for the resolution improvement of an ultrasound image processed using an AR model. A solution is provided in the following sections with the practical application to ultrasound images.

3 Ultrasound Radio Frequency Signal Processing

3.1 New Multidimensional Instrumental Matrix Estimation Technique

As stated above, the B-mode ultrasound image consists of RF line envelopes. In order to increase the resolution of B-mode images, these envelopes have to be improved. In this study, instead of directly estimating the envelopes of the RF signals, we used specific AR modeling to achieve this via the inverse Fourier transform of analytical signal \( g_{I/Q}(z) \) introduced in Eq. (3). In the following, we will denote it by \( y \).

Let us consider a second-order stationary multidimensional complex AR process (ND-AR) defined as follows:

\[
y(n_1, n_2, \ldots, n_N) = \sum_{(k_1, k_2, \ldots, k_N) \in \mathcal{I}} \sum a(k_1, k_2, \ldots, k_N) \times y(n_1 - k_1, n_2 - k_2, \ldots, n_N - k_N) + w(n_1, n_2, \ldots, n_N),
\]

(26)

where \( w(n_1, n_2, \ldots, n_N) \) is a field of random colored or correlated noise, and the parameters \( a(k_1, k_2, \ldots, k_N) \) are complex numbers and provide a stable system. We consider here an ND-model to make our method general and applicable to three-dimensional (3-D) or four-dimensional (4-D) images. As in Ref. 18, we focus on the first hyperplane model without loss of generality. The methodology may be applied to other hyperplanes, i.e., the set of neighbors is \( \mathcal{I} = \{ (k_1, k_2, \ldots, k_N) \mid k_i = 1,2,\ldots,p_i, \quad i = 1,2,\ldots,N \} \). For convenience, we assume that \( p_1 = p_2 = \ldots = p_N = m \), meaning that the model orders are identical in all directions. The well known one-dimensional (1-D) instrumental variable technique is a simple and efficient way to overcome basic least-square estimations, which are biased in the presence of colored noise or correlated data.13 We propose here a generalization of the 1-D case to a multidimensional structure based on UDVH factorization, allowing access to recursive estimates of parameters of orders 0 to \( m \). The approach is based on investigating multiple-dimensional signals through long vectors, which makes it very simple. In addition,
the algorithm is defined for complex numbers. First, we define the following vectors where elements of \( y \) and \( a \) are stacked:

\[
\phi_m(n_1, n_2, \ldots, n_N) = \\
[y(n_1, n_2, \ldots, n_N - 1), \ldots, y(n_1, n_2, \ldots, n_N - m), \ldots, y(n_1 - m, n_2 - m, \ldots, n_N - m)].
\]

(27)

Then, assuming that the following vectors where elements of the algorithm is defined for complex numbers. First, we define the following vectors where elements of \( y \) and \( a \) are stacked:

\[
\vartheta_m(n_1, n_2, \ldots, n_N) = \\
[a(0,0, \ldots, 1), \ldots, a(0,0, \ldots, m), a(0,1, \ldots, 0), \ldots, a(m, m, \ldots, m) \ldots 1].
\]

(28)

Note that \( y(n_1, n_2, \ldots, n_N) \) and 1 are parts of these vectors. Defining

\[
x_m^T(n_1, n_2, \ldots, n_N) = \\
[y(n_1, n_2, \ldots, n_N - 1), \ldots, y(n_1, n_2, \ldots, n_N - m), \ldots, y(n_1 - m, n_2 - m, \ldots, n_N - m)]
\]

(29)

means that

\[
\phi_m(n_1, n_2, \ldots, n_N) = [x_m^T(n_1, n_2, \ldots, n_N)y(n_1, n_2, \ldots, n_N)].
\]

(30)

The instrumental data structure can be defined as

\[
\varsigma_m^T(n_1, n_2, \ldots, n_N) = \\
[z(n_1, n_2, \ldots, n_N - 1), \ldots, z(n_1, n_2, \ldots, n_N - m), \ldots, z(n_1 - m, n_2 - m, \ldots, n_N - m), \ldots, z(n_1, n_2, \ldots, n_N)].
\]

(31)

Different approaches can be used to select the instrument \( z \); see, e.g., Ref. 19, for example, a solution consists of introducing a delay for each component of \( x \).

\[
\psi_m^T(n_1, n_2, \ldots, n_N) = [\varsigma_m^T(n_1, n_2, \ldots, n_N)z(n_1, n_2, \ldots, n_N)].
\]

(32)

Defining the data regression matrix as

\[
P_m(n_1, n_2, \ldots, n_N) = \\
\begin{pmatrix}
\sum_{i_1 = 1}^{\infty} \ldots \sum_{i_N = 1}^{\infty} \phi_m^T(n_1, n_2, \ldots, n_N)\phi_m(n_1, n_2, \ldots, n_N)
\end{pmatrix}^{-1}
\]

(33)

and assuming that \( p = (m + 1)^N \); the size of this matrix is \( p \times p \). For convenience, the following notations can be used when no confusion is possible:

- \( \mathbf{n} = (n_1, n_2, \ldots, n_N) \)
- \( \mathbf{k} = (k_1, k_2, \ldots, k_N) \)
- and more generally, for any index variable \( (t_1, t_2, \ldots, t_N) \):
  \( \mathbf{t} = (t_1, t_2, \ldots, t_N) \).

In addition, we denote

- \( \sum_{i=1}^{n} \) instead of \( \sum_{i=1}^{n_1} \ldots \sum_{i_N=1}^{n_N} \)
- \( \sum_{i=1}^{n} \) instead of \( \sum_{i_1=1}^{n_1} \ldots \sum_{i_N=1}^{n_N} \).

We can then write \( P_m \) in its factorized form as follows:

\[
P_m(n) = U_m(n)D_m(n)V_m^H(n),
\]

(34)

where \( \cdot^H \) denotes the Hermitian matrix transpose. The difference between this and the case presented in Ref. 18 is that the noise considered in Eq. (26) is a colored or correlated noise. Thus, through instrumental data as in Eq. (31), we used a matrix decomposition such as in Eq. (34) in which \( U \neq V \) (taking \( U = V \) would have resulted in biased parameter estimates, as in the case of classical estimation theory). As in Eq. (34), \( U \) is an upper triangular matrix with all its diagonal elements equal to one. The elements of this upper triangular matrix are column vectors of dimensions 1 to \( p \) defined as follows:

\[
U_m(n) = \begin{bmatrix}
\col{\vartheta_{0,p}(n)} & \ldots & \col{\vartheta_{1,p}(n)} & \ldots & \col{\vartheta_{p-1,p}(n)} & \col{\vartheta_{p,p}(n)}
\end{bmatrix}.
\]

(35)

Remark:

- \( \vartheta_{p-i,p}(n) \) is a column vector of dimension \( p - i \).
- \( \col{\vartheta_{p-i,p}(n)} = \begin{bmatrix} \vartheta_{p-i,p}(n) \end{bmatrix} \) is the \( p-i+1 \)th column.
- Due to the model structure in Eq. (31), \( \vartheta_{p-i,p}(n) \) consists of parts or all of the instrumental variable estimates of the true parameters of the model, depending on whether the model order is smaller or larger than the dimension of \( \vartheta_{p-i,p}(n) \).

Similarly, \( V \) is an upper triangular matrix with all its diagonal elements equal to one. The other elements of \( V \) are different from those of \( U \). These elements are the intermediate variables necessary to obtain the matrix decomposition. They also consist of column vectors of dimensions 1 to \( p \), defined as follows:

\[
V_m(n) = \begin{bmatrix}
\col{\chi_{0,p}(n)} & \ldots & \col{\chi_{p-1,p}(n)} & \col{\chi_{p,0}(n)}
\end{bmatrix}.
\]

(36)

\( D_m(n) \) in Eq. (34) is a diagonal matrix. Equation (34) is obtained from successive decompositions. Using Eq. (30) in Eq. (33), we obtain

\[
P_m^{-1}(n) = \begin{bmatrix}
\sum_{j=1}^{n} \bar{\varsigma}_m(j)x_m^H(j) & \ldots & \sum_{j=1}^{n} \bar{\varsigma}_m(j)y_m(j)
\end{bmatrix}.
\]

(37)

The methodology developed in Ref. 18 may be used to estimate the matrices \( U, V, \) and \( D \), and select the estimated parameters and orders of the model presented in Eq. (26). The difference here is that the elements of \( D \) are generalized loss functions for orders 1 to \( m \). The first component of \( D \) is then:
\[ J_{p,i}(n) = \sum_{j=1}^{n} [y(j) - \tilde{y}(j)] [z(j) - \tilde{z}(j)], \]  

where \( \tilde{y}(n) = \sum_{j=1}^{n} x_m^H(j) \theta_{p,i}(n) \) and its \( p-i \) column is:

\[ J_{p-i,i}(n) = \sum_{j=1}^{n} [y(j) - \tilde{y}(j)] [z(j) - \tilde{z}(j)]. \]

Note that the result of this last equation is a complex number. By taking its magnitude value, a cost function is provided. Also, note that all elements of the matrices are stacked and also recall that the PSD is defined in the first quadrant by

\[ P_{ai}(f_1, f_2) = \frac{\sigma^2(f_1, f_2)}{|A_1(f_1, f_2)|^2}, \]

where \( A_1(f_1, f_2) = \sum_{k_1=0}^{p_1} \sum_{k_2=0}^{p_2} a_1[k_1, k_2] e^{-j2\pi(f_1k_1+f_2k_2)}, \)

and in the fourth quadrant by

\[ P_{ai}(f_1, f_2) = \frac{\sigma^2(f_1, f_2)}{|A_4(f_1, f_2)|^2}, \]

where \( A_4(f_1, f_2) = \sum_{k_1=0}^{p_1} \sum_{k_2=-p_2}^{0} a_4[k_1, k_2] e^{-j2\pi(f_1k_1+f_2k_2)}. \)

To account for the causality and due to the equivalence between planes,\(^{13}\) the overall PSD is:

\[ P_{ai,4}(f_1, f_2) = \frac{\sigma^2(f_1, f_2)}{\frac{1}{2} [ |A_1(f_1, f_2)|^2 + |A_4(f_1, f_2)|^2 ]}. \]

The choice of model order is highly important: the higher the order, the better is the resolution; this is also the case for noise artifacts. Thus, this methodology makes it possible to simultaneously access the order and the parameters of the \( N - D \) AR model.

### 3.2 Improvement of Ultrasound Image Resolution

#### 3.2.1 Power spatial density

We consider the model described by Eq. (26) with \( N = 2 \). We also recall\(^ {1,3,13} \) that the PSD is defined in the first quadrant by

\[ P_{ai}(f_1, f_2) = \frac{\sigma^2(f_1, f_2)}{|A_1(f_1, f_2)|^2}, \]

where \( A_1(f_1, f_2) = \sum_{k_1=0}^{p_1} \sum_{k_2=0}^{p_2} a_1[k_1, k_2] e^{-j2\pi(f_1k_1+f_2k_2)}, \)

and in the fourth quadrant by

\[ P_{ai}(f_1, f_2) = \frac{\sigma^2(f_1, f_2)}{|A_4(f_1, f_2)|^2}, \]

where \( A_4(f_1, f_2) = \sum_{k_1=0}^{p_1} \sum_{k_2=-p_2}^{0} a_4[k_1, k_2] e^{-j2\pi(f_1k_1+f_2k_2)}. \)

To account for the causality and due to the equivalence between planes,\(^{13}\) the overall PSD is:

\[ P_{ai,4}(f_1, f_2) = \frac{\sigma^2(f_1, f_2)}{\frac{1}{2} [ |A_1(f_1, f_2)|^2 + |A_4(f_1, f_2)|^2 ]}. \]

where \( |A_1(f_1, f_2)|^2 \) and \( |A_4(f_1, f_2)|^2 \) are the denominators in Eqs. (41) and (43). We used the parametric modeling developed in Sec. 3.1 to estimate the model parameter. Instead of the PSD, we obtained an image envelope estimate which is equivalent to PSD. Thus, to improve the spatial resolution, we applied this technique to the inverse Fourier transform of the demodulated

![Fig. 10 Cost function: the curve shows the loss function after extraction of the minima. As can be seen, the minimum is achieved for \( m_0 = 2 \).](image-url)
To illustrate the method presented through Eqs. (26) to (40), we set $N = 2$, since our aim is to deal with images, $m = 4$ and $m_0 = 2$. We consider the following two-dimensional (2-D) complex AR model as defined in Eq. (28), where the model parameters $a(k_1, k_2)$, $k_1 = 0, 1, 2; k_2 = 0, 1, 2$ are defined as follows. $a(0,0) = 1$ is not estimated.

$$y(n_1, n_2) = \sum_{k_1=0}^{2} \sum_{k_2=0}^{2} a(k_1, k_2)y(n_1 - k_1, n_2 - k_2)$$

with $w(n_1, n_2) = e(n_1, n_2) + (1 + 3)i(e(k_1 - 1, k_2)$, where $y$ is a $64 \times 64$ complex field driven by a complex colored noise $w(n_1, n_2)$ obtained via $e(n_1, n_2)$, a Gaussian random field with variance 0.1. Following the same order determination as in Ref. 18, we find an order of 2, as can be seen in Fig. 10. The parameter estimates are shown in Table 1.

### 4 Results

#### 4.1 Example of N-D Model Order and Parameters Estimation

To illustrate the method presented through Eqs. (26) to (40), we set $N = 2$, since our aim is to deal with images, $m = 4$ and $m_0 = 2$. We consider the following two-dimensional (2-D) complex AR model as defined in Eq. (28), where the model parameters $a(k_1, k_2)$, $k_1 = 0, 1, 2; k_2 = 0, 1, 2$ are defined as follows. $a(0,0) = 1$ is not estimated.

$$y(n_1, n_2) = \sum_{k_1=0}^{2} \sum_{k_2=0}^{2} a(k_1, k_2)y(n_1 - k_1, n_2 - k_2)$$

with $w(n_1, n_2) = e(n_1, n_2) + (1 + 3)i(e(k_1 - 1, k_2)$, where $y$ is a $64 \times 64$ complex field driven by a complex colored noise $w(n_1, n_2)$ obtained via $e(n_1, n_2)$, a Gaussian random field with variance 0.1. Following the same order determination as in Ref. 18, we find an order of 2, as can be seen in Fig. 10. The parameter estimates are shown in Table 1.

### 4.1.1 Application to ultrasound images

The proposed method was applied to simulation (Fig. 11), in vitro (Fig. 13) and in vivo images (Fig. 14). For our simulation, we first generate a synthetic ultrasound image, representing a homogeneous medium crossed by a vessel, using the Field II simulation program. The simulation parameters were as follows: central frequency = 3 MHz, number of scatterers = 10,000. Then we generate the same image at a central frequency = 6 MHz, in order to double the image spatial resolution. The 3 MHz image was processed using our approach and the result was compared with the 6 MHz image. As can be seen qualitatively, the results are close to Fig. 11, last row (from top to bottom). Moreover, a profile of the envelope is extracted from the same RF lines of these images. As can be seen in Fig. 12, the profile obtained from

---

**Table 1** Theoretical parameters (top) and estimated parameters (bottom) $a(k_1, k_2)$.

<table>
<thead>
<tr>
<th>$k_1$</th>
<th>$k_2$</th>
<th>Theoretical</th>
<th>Estimated</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0</td>
<td>1.0000 - 1.0000i</td>
<td>0.0625 + 0.0000i</td>
</tr>
<tr>
<td>0</td>
<td>1</td>
<td>0.0000 + 2.0000i</td>
<td>0.4375 - 0.5625i</td>
</tr>
<tr>
<td>0</td>
<td>2</td>
<td>0.0000 + 0.5000i</td>
<td>0.4375 - 0.5625i</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.0000 + 0.0000i</td>
<td>0.0000 + 0.0000i</td>
</tr>
<tr>
<td>1</td>
<td>0</td>
<td>1.0000 - 1.0000i</td>
<td>0.0625 + 0.4833i</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.0000 + 0.0000i</td>
<td>0.0000 + 0.0000i</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>0.0000 + 0.0000i</td>
<td>0.4373 - 0.5749i</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.0000 + 0.0000i</td>
<td>0.0000 + 0.0000i</td>
</tr>
<tr>
<td>1</td>
<td>2</td>
<td>0.0000 + 0.0000i</td>
<td>0.4524 - 0.5728i</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.0000 + 0.0000i</td>
<td>0.0000 + 0.0000i</td>
</tr>
</tbody>
</table>

---

**Fig. 11** Comparison between synthetic original and processed images: (a) original 3 MHz image, (b) 6 MHz image, which is the ground truth, and (c) the processed image obtained from the original 3 MHz image, with our method.
our approach is close to that of the 6 MHz image. Figure 13 shows, for illustration purposes, the results on an in vitro image using a phantom made of a thread embedded in a gel. To give an indication of what an expected synthetic image should look like, the theoretical image is arbitrarily drawn and shown at the top of Fig. 13. The bottom-left image is the original 20 MHz ultrasound image, and the bottom right shows the resulting image after using the proposed method. The processed image is closer to the expected theoretical image. We also show, in Fig. 14, the results on an in vivo ultrasound image of, from top to bottom, the bladder of a mouse (first row), a rabbit eye (second row), the uterus of a pregnant mouse (third row), and a simulation image (fourth row). Qualitatively, as can be seen in each processed image, the edges are sharpened by the processing technique, which indicates that the spatial resolution has been improved. For spatial resolution estimation, we use Eq. (25). From this equation, we can compute the improvement in resolution. Given an image and device characteristics, this equation empirically indicates the theoretical minimal achievable resolution. This resolution depends on the SNR, model order, and bandwidth of the ultrasound probe. From images in Fig. 14, we performed 1-D analysis on individual RF lines of the images. The estimated axial bandwidth of the PSF of the probe used to obtain images in Fig. 14 (first three rows) was 60%. In Table 2, for these images, we evaluated the improvement in resolution defined by the ratio \[
\frac{R_{\text{est}}}{R_{\text{act}}} \]
where \(R_{\text{act}}\) is the actual resolution [Eq. (1)] for the ultrasound frequency \(f_0\) and \(R_{\text{est}}\) is the a posteriori resolution estimated by our approach. Note that this ratio should be \(<1\) to show resolution enhancement. The theoretical axial improvement in resolution obtained for Fig. 14, from top to bottom, first row, second row, third row, and fourth row, is, respectively, 0.9, 0.7, 0.6, and 0.5, as is shown in Table 2. To evaluate the improvement in lateral resolution, we also performed a 2-D analysis. For the images in Fig. 13, the estimated bandwidth in the axial direction was 60% and that in the lateral direction was 11%. The orders found in axial and lateral directions were respectiveley 5 and 5. The axial and lateral resolution improvements were 0.6 and 0.3, respectively. We also compared our technique to classical ones, namely, homomorphic filtering, e.g., Ref. 7, and parametric inverse filtering via hybrid approach (HYPIF) filtering. For this comparison, we used the classical gain in resolution parameter, e.g., Refs. 8 and 9, since these methods do not allow the estimation of the improvement in resolution introduced here. The results are shown in Table 3. As can be seen, our technique

![Fig. 12](image12.png)

**Fig. 12** Comparison between profiles: profiles of the log-envelope of an extracted radio frequency line located in the top of Fig. 11 (solid line) from the synthetic 3 MHz image (solid), the synthetic 6 MHz image (dash dot), and processed images (dash).

![Fig. 13](image13.png)

**Fig. 13** Comparison between the expected theoretical image (a), the original ultrasound image of a phantom consisting of a thread embedded in a gel (b), and the processed image (c) obtained from the original ultrasound image. The thread edge is sharper on the processed image.
outperforms these methods. Moreover, although the primary goal of the proposed method was not to enhance the contrast (but the resolution), we also compare our method with the existing methods in terms of contrast-to-noise ratio (CNR), see, e.g., Ref. 21. The CNR is defined as

\[
\text{CNR} = \frac{|\mu_1 - \mu_2|}{\sqrt{\sigma_1^2 + \sigma_2^2}}.
\]

The higher the CNR, the better is the contrast. As can be seen in Table 4, even if the CNR is not high for all the images, our method outperforms the existing ones in all the cases. Finally, Table 5 shows the computation times of the different methods for an image of size 1024 × 256, using a 2.1 MHz dual core Xeon PC. As can be

![Fig. 14](image-url)

Fig. 14 Comparison of visual appreciation of different methods on different images. From left to right, first column: the original images, second column: the results for homorphic filtering, third column: the results for HYPIF, and fourth column: the results of the proposed method. From top to bottom, first row: a mouse bladder image, second row: rabbit eye image, third row: uterus of a pregnant mouse, and fourth row: a synthetic image.

Table 2 Improvement in resolution. The bandwidth of the used transducer was 60% except for the simulation one, which was 90%.

<table>
<thead>
<tr>
<th></th>
<th>Mouse bladder</th>
<th>Pregnant mouse</th>
<th>Rabbit eye</th>
<th>Synthetic image</th>
</tr>
</thead>
<tbody>
<tr>
<td>( f_0 = 20 \text{ MHz} )</td>
<td>( f_0 = 20 \text{ MHz} )</td>
<td>( f_0 = 20 \text{ MHz} )</td>
<td>( f_0 = 3.5 \text{ MHz} )</td>
<td></td>
</tr>
<tr>
<td>Found order</td>
<td>79</td>
<td>82</td>
<td>70</td>
<td>70</td>
</tr>
<tr>
<td>( R_{\text{nat}}/R_{\text{act}} )</td>
<td>0.9</td>
<td>0.6</td>
<td>0.7</td>
<td>0.5</td>
</tr>
</tbody>
</table>

where \( \mu_1, \mu_2, \sigma_1, \) and \( \sigma_2 \) are, respectively, the mean and the variance of the pixels in two chosen regions of interest highlighted by the square boxes in Fig. 14. The higher the CNR, the better is the contrast. As can be seen in Table 4, even if the CNR is not high for all the images, our method outperforms the existing ones in all the cases. Finally, Table 5 shows the computation times of the different methods for an image of size 1024 × 256, using a 2.1 MHz dual core Xeon PC. As can be

Table 3 Empirical gain in resolution.

<table>
<thead>
<tr>
<th></th>
<th>Mouse bladder</th>
<th>Pregnant mouse</th>
<th>Rabbit eye</th>
<th>Synthetic image</th>
</tr>
</thead>
<tbody>
<tr>
<td>( G ) (proposed)</td>
<td>11.97</td>
<td>2.76</td>
<td>4.20</td>
<td>3.71</td>
</tr>
<tr>
<td>( G ) (HYPIF)</td>
<td>1.1</td>
<td>1.26</td>
<td>1.16</td>
<td>0.49</td>
</tr>
<tr>
<td>( G ) (Homorphic)</td>
<td>1</td>
<td>0.99</td>
<td>1.00</td>
<td>0.36</td>
</tr>
<tr>
<td>( 3.5 \text{ MHz versus 7 MHz} )</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>1.5</td>
</tr>
</tbody>
</table>
seen, the computation time of our method is reasonably low (although higher than the one of homomorphic filtering).

5 Conclusion and General Remarks

In this work, we first revisited super-resolution theory in the framework of ultrasound imaging. The improvement of resolution can be quantified, given the PSF shape, the SNR, and the AR model order. For better readability, all results and derivations were presented in 1-D. Then we presented a way to improve ultrasound image resolution. The methodology developed is based on specific spectral analysis like modeling, which fits ultrasound images. Applied to synthetic, in vitro, and in vivo images, this methodology shows a qualitative and quantitative resolution improvement. An important characteristic of the proposed approach is its ability to estimate a priori the improvement in resolution. The improvement in resolution achieved here is up to a ratio of two. To our knowledge, this work is the first to deal with the a priori estimation of the gain in resolution in ultrasound imaging. Finally, comparisons with existing techniques were provided. The results show that the proposed method outperforms existing techniques, both in terms of subjective visual quality and in terms of quantitative evaluation using the classical gain in resolution. Although we focus here on the 1-D and 2-D cases and show improvement of the resolution of ultrasound images using the proposed method, the methodology proposed may be applied whatever the imaging processing dimension (3-D or 4-D).
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<table>
<thead>
<tr>
<th>Table 4</th>
<th>Contrast-to-noise ratio in decibels. The higher, the better.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mouse bladder</td>
<td>Pregnant mouse</td>
</tr>
<tr>
<td>G (proposed)</td>
<td>9.2</td>
</tr>
<tr>
<td>G (HYPIF)</td>
<td>−15.3</td>
</tr>
<tr>
<td>G (Homorphic)</td>
<td>07.8</td>
</tr>
<tr>
<td>Original</td>
<td>−20.3</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Table 5</th>
<th>Computation time (in seconds) for an image of size 1024 × 256.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Method</td>
<td>Homomorphic</td>
</tr>
<tr>
<td>Computation time (s)</td>
<td>0.04</td>
</tr>
</tbody>
</table>