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\textbf{A B S T R A C T}

Vehicular ad hoc networks can play an important role in enhancing transportation efficiency and improving road safety. Therefore, direct vehicle-to-vehicle communications are considered as one of the main building blocks of a future Intelligent Transportation System. The success and availability of IEEE 802.11 radios made this technology the most probable choice for the medium access control layer in vehicular networks. However, IEEE 802.11 was originally designed in a wireless local area network context and it is not optimised for a dynamic, ad hoc vehicular scenario. In this paper, we investigate the compatibility of the IEEE 802.11 medium access control protocol with the requirements of safety vehicular applications. As the protocols in this family are well-known for their scalability problems, we are especially interested in high density scenarios, quite frequent on today’s roads. Using an analytical framework, we study the performance of the back-off mechanism and the role of the contention window on the control channel of a vehicular network. Based on these findings, we propose a reverse back-off mechanism, specifically designed with road safety applications in mind. Extensive simulations are carried out to prove the efficiency of the proposed enhancement scheme and to better understand the characteristics of vehicular communications.

1. Introduction

Despite the efforts invested by the automotive industry in the design of on-board safety systems, traffic accidents remain the number one cause of death in the age group between 1 and 44 in both Europe and the United States [1]. This is mainly due to the fact that, until recently, these safety systems took a reactive approach, trying to reduce the consequences, but not the number of road accidents.

Direct vehicle-to-vehicle (V2V) communications promise to open up an entire class of proactive approaches in the transportation world, becoming a very interesting research topic in both industry and academia. This interest was further increased by the October 1999 US Federal Communications Commission’s (FCC) decision to allocate 75 MHz of spectrum in the 5.9 GHz band for Intelligent Transportation Systems (ITS) uses. In 2008, the European Commission also assigned 30 MHz of spectrum in the same band for ITS purposes (with a possible extension to 50 MHz).

More than a decade after the FCC’s decision, the automotive industry seems to be ready for the next step: adding wireless communications capabilities inside vehicles and creating a vehicular ad hoc network (VANET) with the role of enhancing road safety.

The maturity and availability of IEEE 802.11 compliant products meant this technology was the logical choice for the medium access control (MAC) and physical (PHY) layers in VANET. Soon after the 1999 FCC decision, the American Society for Testing Materials (ASTM) took up the task of developing a communication standard for direct
short-range communications (DSRC) in the 5.9 GHz band, based on the already successful IEEE 802.11a standard. In 2004, the IEEE decided to improve the ASTM standard and integrate it in a wider architecture for Wireless Access in Vehicular Environments (WAVE), and created the 802.11 Task Group p (TGp) to this effect. TGp reached its goal in July 2010, when the IEEE 802.11p amendment was published [2].

However, a solution based on IEEE 802.11 also has its contesters, especially because of the scalability problems that characterise the protocols from this family in ad hoc scenarios [3]. As a consequence, in its European ITS Communication Architecture [4], the ETSI adopted IEEE 802.11p at the MAC layer, but also left the door open for evolutions of the standard, or even for other technologies.

The main problem stems from the fact that the IEEE 802.11 standard has been designed with a wireless local area network (WLAN) context in mind, and it struggles to cope with the challenges of ad hoc communications. Moreover, the vehicular environment raises unique challenges, and therefore the protocol needs to cope with variable node density, important mobility, high relative speeds, driver privacy and a communication range of up to 1 km, all of this while being used by applications with an important impact on human lives.

The broadcast nature of vehicular safety communications is another issue affecting the performance of IEEE 802.11p in a VANET. Broadcast messages receive a special treatment by the Distributed Coordination Function (DCF) that provides medium sharing in IEEE 802.11, as they are not acknowledged and do not use the Request-to-Send (RTS) and Clear-to-Send (CTS) messages. This further increases the scalability problem, as the DCF is practically stripped from all the mechanisms related to congestion control, to a basic Carrier Sense Multiple Access (CSMA) scheme.

The standardisation bodies acknowledged this problem, and the ETSI released a set of technical specifications focused on decentralised congestion control for ITS operating in the 5 GHz band [5]. This framework proposes three different mechanisms for congestion control: beaconing frequency adjustment, adaptive data rate, and transmission power control. These are generic solutions, that could work for any MAC protocol, and they are not specifically designed with IEEE 802.11 in mind.

In this paper, we study the impact of the contention window (CW), used by the IEEE 802.11 back-off mechanism, under different values of vehicular density. This is a parameter well-known for its central role in congestion control in WLANs [6], but slightly neglected in V2V scenarios. We begin by providing a theoretical analysis of IEEE 802.11 in a vehicular context. This allows us to distinguish important characteristics of the safety messages, and compare the performance of the MAC layer using different sets of parameters. With these properties in mind, we propose a new back-off mechanism for safety VANETS, the reverse back-off mechanism, and we study its performance through extensive simulations.

Our main contributions can be therefore divided in two groups:

- We propose an analytical framework that accurately models the behaviour of an IEEE 802.11-based MAC protocol in a vehicular network. We show that the broadcast and periodic nature of the safety messages have an important impact on the optimal value of the contention window. We study the relationship between vehicular density and CW and find that it is different from the dependence exhibited by a classical WLAN scenario.

- Based on these findings, we propose the reverse back-off mechanism. In this approach, the contention window adaptation is no longer based on collided messages, but on the expiration of periodic safety messages. We use a realistic simulation framework to study this solution from the perspective of different metrics. We also discuss the different reasons for a lost message in a vehicular environment, and show that the reverse back-off mechanism does not only increase the reception probability, but also strongly modifies the loss distribution in a positive way for safety applications.

The remainder of this paper is organised as follows. Section 2 presents background information on vehicular safety communications, VANET congestion control, and contention window adaptation in IEEE 802.11. Section 3 gives the details of the analytical model and discusses numerical results for a high density vehicular network. The reverse back-off mechanism is described in Section 4, while its evaluation makes the object of Section 5. Finally, Section 6 concludes the paper.

2. Background

This section discusses the special characteristics of vehicular safety communications, as specified by the standardisation bodies. It also highlights previous work in the area of congestion control in vehicular networks and regarding possible adaptations of the contention window in IEEE 802.11.

2.1. Vehicular safety communications

In both Europe and US, the spectrum allocated for vehicular communications has been divided in 10 MHz channels. From these channels, one is known as the control channel (CCH) and it is used solely by road safety applications. The rest of the channels, called service channels (SCH) can be used by both safety and non-safety applications. In this paper, we address medium access control using IEEE 802.11p on the control channel, therefore we are only interested in safety scenarios.

The number of proposed vehicular safety applications that could use direct V2V communication is impressive [7]. However, at a close inspection, it can be noticed that all these applications practically use the same information, coming from on-board sensors of neighbouring vehicles: speed, acceleration, steering angle, location, etc.

Considering this, the standardisation bodies decided to add a supplementary layer between the applications and the transport protocol. The role of this layer, called message
In this paper, we focus on the delivery of safety beacons in the one-hop neighbourhood of a vehicle. The reception ratio and the inter-reception time of CAMs represent essential performance metrics for multiple envisioned vehicular safety applications, such as Intersection Collision Warning, Lane Change Assistant, or Emergency Vehicle Warning.

### 2.2. Congestion control

IEEE 802.11p radios can communicate at distances of 1 km. In a simple scenario, with a two-lane road in both directions and an average inter-vehicular distance of 50 m (a medium density highway), the number of one-hop neighbours reaches 160 vehicles. This is clearly a more challenging environment than the classical WLAN, with a central access points and no more than 10–20 nodes. The MAC layer protocol therefore needs solutions for this congested environment in order to achieve scalability.

Several ideas appeared in this sense in the literature. The first one is focused on reducing beaconing frequency in congested scenarios. The idea behind this mechanism is that, when the number of vehicles increases, their speed decreases and the distance travelled during a beaconing period reduces. The vehicles can therefore transmit the CAMs with a frequency based on their speed. However, while this could bring an important load reduction, the solution is incompatible with several safety applications, where low speeds or stationary vehicles are common without necessarily being the result of increased road traffic (e.g., left-turn assistant). Other studies propose to adapt the beaconing frequency based on the measured channel busy ratio (CBR) or some other indicator of channel quality. However, the use of the CBR as an estimator for the vehicular density is only accurate for low vehicular densities. Once the vehicular density is important enough, the CBR remains stable at a value around 0.9 even if more nodes are added to the network. Using the results provided in [12], we estimate that, in a scenario similar to ours, the CBR allows distinguishing only between vehicular densities lower than 100 veh/km. Moreover, trying to keep the channel quality above a certain threshold by reducing the CAM frequency leads to very large beaconing periods (more than 3 s in [11] for a target CBR of 0.7).

A second solution is based on data rate control: in a high-density network, the vehicles use a more complex modulation and a higher data rate. This reduces the duration of a transmission and allows more vehicles to access the channel. However, while theoretically interesting, this approach seems to be difficult to put into practice. A very detailed experimental study by Bai et al. [14] shows that the V2V channel is noisy, containing a high number of grey zones, zones with intermediate probability of message reception. According to these results, Quadrature Phase-Shift Keying (QPSK), with an associated data rate of 6 Mb/s, is the only feasible modulation in this environment. Increasing the data rate to 18 Mb/s, for example, leads to a reception ratio of less than 50% at 100 m from the transmitter. Considering that these tests were conducted with only two vehicles and a low level of interference, it is reasonable to expect that data rate adaptation will have a very limited use in vehicular networks and that it cannot represent a solution for congestion control.
Probably the most investigated mechanism in this context is transmission power control [15], where vehicles in a dense region use a lower transmission power, achieving a better spatial reuse. This technique reduces the reception probability at higher distances from the transmitter, while keeping a high reception ratio for close neighbours. This is a very useful property for safety applications, where the impact of geographically close vehicles is much more important than the one of vehicles situated several hundred metres away. However, as we will show in Section 5, adjusting the transmission power cannot solve the scalability problem on its own and needs complementary mechanisms.

All the solutions described above are protocol agnostic, and they were integrated in the ETSI ITS decentralised congestion control framework [5]. Nevertheless, other mechanisms focused on IEEE 802.11 can be imagined. One of the main parameters of the CSMA protocols is the carrier sense threshold. As discussed in [16], the optimal value of this threshold varies with the vehicular density, and an adaptive mechanism can bring a significant improvement in beaconing reception ratio.

2.3. Contention window in IEEE 802.11

Another mechanism with a central role in IEEE 802.11 is the binary exponential back-off (BEB). In DCF, a node that finds the medium occupied when it attempts a transmission must randomly choose a back-off time in order to reduce the probability of a collision. This back-off time is given by an integer number, uniformly chosen between 0 and the contention window used by the BEB mechanism. This translates into the choice of a random number of idle slots that the node must wait before starting the transmission. As long as the channel is detected as busy, the back-off timer is blocked and the countdown restarts when the medium has been idle for the duration of a DCF Interframe Space (DIFS). Finally, when the timer expires, the node directly transmits the message. In unicast mode, the sender waits to receive an acknowledgement (ACK) message from the receiver. If this does not happen, the CW is doubled and the transmission procedure is relaunched. However, this is not the case if the message is broadcast, as ACKs are not used in this situation because of the imminent collisions they would cause. Therefore, in broadcast mode, the message is transmitted only once, using the minimal value of the contention window $CW_{\text{min}}$.

The impact of $CW_{\text{min}}$ on the performance of the MAC layer has been thoroughly studied in the case of WLANs. Even before the release of the first version of the IEEE 802.11 standard, Bianchi [6] showed that the optimal value for the minimal contention window depends on the number of contending stations. More exactly, his analysis shows that, in a saturated WLAN, the throughput is maximised when:

$$CW_{\text{min}} = n_t \sqrt{2T_i}$$  \hspace{1cm} (1)

where $n_t$ is the number of nodes in the network and $T_i$ is the time needed to transmit the message (acknowledgement included). Building on these results, Cali et al. [17] determined that the protocol’s performance peaks when the time the channel is idle due to the back-off mechanism equals the time the channel is occupied by collisions ($T_{\text{idle}} = T_{\text{coll}}$).

Despite this well-known property, the IEEE 802.11 standard does not include any mechanism for the adjustment of $CW_{\text{min}}$ when the number of contending stations grows. There are several reasons behind this choice:

- The protocol was designed to work in wireless LANs, with a central access point and a limited number of client stations in mind.
- The RTS/CTS handshake limits collisions to the short control messages and therefore the time the channel is busy due to collisions decreases. This implies that, for an optimal functioning, $T_{\text{idle}}$ also needs to be reduced, which requires a lower contention window.
- The massive success of multimedia applications imposed a small $CW_{\text{min}}$ in order to minimise the delay experienced by sensitive video and voice services. A reduced contention window improves the MAC layer performance in this case, while the BEB mechanism is there as a back-up for the cases when the number of contending stations increases.

However, these properties are no longer true in VANETs, where the node density is highly variable and a station can go, within a few minutes, from a very sparse environment to several hundred contending neighbours. Adding to this the fact that the RTS/CTS handshake is not implemented and the BEB mechanism is deactivated by the lack of ACK messages, none of the properties that allowed the use of a small contention window in IEEE 802.11 WLANs holds in this scenario.

For more than a decade, all the IEEE 802.11 enhancements related to $CW_{\text{min}}$ adaptation in mobile ad hoc networks belonged to one of two categories. The methods in the first class (e.g. [18]) estimate the number of contending stations in the two-hop neighbourhood and use Eq. (1) or some variants to calculate the optimal contention window. The second type of mechanisms consider the overhead introduced by the local density estimation as prohibitive, and the amount of time the channel is sensed idle and the number of collisions are instead measured. The contention window is adjusted in this case in order to keep valid the equality $T_{\text{idle}} = T_{\text{coll}}$: when there are too many collisions on the channel, the back-off time (and with it the idle time) is increased, while a channel idle for long time durations results in a reduced contention window. A notable example from this second class is IdleSense, proposed by Heusse et al. [19].

Nevertheless, recently, Jiang and Walrand [20] took a totally different approach concerning the back-off mechanism in CSMA networks, proposing optimal CSMA (oCSMA). The idea behind this new protocol is to adapt the contention window of a node as a function of its queue length. In oCSMA, a node begins with an initial value for contention aggressiveness (which can be easily translated in a certain $CW_{\text{min}}$) and, when the number of messages in a link queue increases, the transmitter becomes more aggressive in the competition for channel access by
reducing the value of $CW_{\text{min}}$. In spite of having very low complexity and requiring only local information, oCSMA has been proven to achieve throughput optimality under both continuous-time and discrete-time back-off duration [21].

The solutions described in a vehicular environment also belong to the two categories discussed above. Rawat et al. [22] propose a heuristic based on the number of detected collisions, where the contention window is increased if the number of collided messages is higher than a predefined threshold. Another solution is proposed in [13] where, in an initial phase, the local node density is estimated and directly used in Eq. (1). The value of the contention window is further refined by increasing $CW_{\text{min}}$ when the percentage of lost beacons becomes higher than a target packet error ratio.

A rapid analysis of the compatibility between these solutions and the safety VANET shows that the design of these mechanisms does not take into account the characteristics of the CCH. First of all, the Bianchi relationship is true for a unicast saturated one-hop WLAN cell, while a safety vehicular network uses broadcast and is neither saturated nor fully connected. Second, because ACKs are not used, collisions remain difficult to detect in V2V communication, therefore IdleSense and other similar approaches (e.g. [22]) cannot be directly transposed in a vehicular environment. Finally, as discussed above, expired beacons are dropped. This implies that the MAC layer always has at most one safety message to transmit, and the queue length cannot determine the contention window as proposed in oCSMA.

From our knowledge, the only contention window adaptation mechanism taking into account the expiration probability of safety beacons is the one proposed by Di Felice et al. [23]. The authors propose a two-phase adaptation: in a first step, the contention window increases with the channel busy ratio while, in a second time, the back-off value is refined based on the time remaining before message expiration. However, this solution is designed to solve the problem of message accumulation at the beginning of a CCH period in the case of channel switching between service and control channels. In this case, the back-off time is computed for all enqueued CAMs at the beginning of the CCH period, a different scenario from the one considered in this paper, where a radio is always switched on the control channel and the contention time is computed as soon as the message reaches the MAC layer, in agreement with current radio hardware. Moreover, a mechanism such as the one proposed in [23] assumes the channel busy ratio is a good estimator of the vehicular density, a property which is not true in high density scenarios, as discussed above.

Also in a vehicular context, a lot of effort has been dedicated to the design of back-off mechanisms that would optimise the delivery of messages, especially DENMs, over a certain geographical area [24,25]. In this form of multi-hop broadcast, the objective is to set the smallest back-off time to the best forwarding nodes, in order to minimise the information propagation delay. However, this problem is fundamentally different from the single-hop broadcast optimisation we focus on.

The reverse back-off mechanism proposed in this paper is the first solution we are aware of that takes into account the properties of single-hop safety beaconing. We show that the Bianchi model is not accurate when message expiration is considered, and we no longer use failed transmissions as a trigger for contention window adaptation. Similarly to oCSMA, the mechanism uses a relatively high value for the contention window, but the buffer status is not a parameter used when adapting the back-off time.

3. System model

The complexity of a VANET, where vehicular traffic and special network properties need to be considered, makes the analytical study of MAC layer performance in a vehicular environment. Previously proposed unicast frameworks based on Markov chain analysis have been extended to a vehicular context by Ma et al. [26] and Vinel et al. [27], but fail to take into account essential properties of the safety beaconing, such as the limited lifetime of the messages. The impact of expired messages is not considered even in some models specifically designed for the performance analysis of vehicular safety applications (e.g. [28,29]).

The two studies we are aware of that take into account the expiration probability of safety beacons are those described by Campolo et al. [30] and Di Felice et al. [31]. However, both these studies focus on single radio devices that need to periodically switch between the control channel and one service channel, and the beaconing expiration is the result of such a switching. Unlike these analytical frameworks, the one we propose considers a radio that permanently remains on the CCH, as foreseen by the ETSI ITS architecture. While the ongoing debate between the proponents of the two functioning modes is out of the scope of this paper, we would like to point out that the two systems are highly different from a MAC layer point of view, hence the need for a different analytical model.

Moreover, it is noteworthy that both [30,31] make much stronger assumptions than the model proposed in the present work. Two important examples are the hypothesis that all the vehicles are in each other’s transmission range (meaning that hidden nodes are ignored), and the requirement that the communication range is equal to the carrier sense range. Neither of these properties holds in reality and, as shown by our analysis, the impact of hidden nodes is quite important and cannot be ignored.

The model described in this chapter takes a different approach, concentrating on mean values observed during a beaconing period and, despite making some simplifying assumptions, it proves to be a decent tool that can help assess the impact of different MAC layer parameters.

Throughout this study, we consider all the vehicles use the same values for parameters relevant to MAC layer congestion control, with the exception of the contention window. This means that the beaconing frequency, the transmission rate and power, or the receiver sensitivity are the same for all nodes. While this assumption does not hold in practice, it allows us to focus in this work on
the impact of the back-off mechanism on the reception of vehicular safety messages.

3.1. Busy slot probability

Let us choose one vehicle $V$ from the network, with a carrier sense range $S_r$, as shown in Fig. 1. Considering a mean vehicular density of $\lambda$ veh/km, node $V$ has $n_i$ one-hop neighbours with:

$$E[n_i] = 2\lambda S_r.$$

We consider that all the nodes have similar parameters (same carrier sense range, same transmission power), and we focus on a generic neighbour $W$ of the tagged node $V$. $W$ is situated somewhere in the carrier sense range of $V$, either in front or behind.

Considering a beaconing period consisting of $N_T$ slots, let us assume vehicle $V$ will sense as busy, on average, $E[N_s]$ from these slots. In this case, the busy slot probability seen by vehicle $V$ can be expressed as:

$$P_b = \frac{E[N_b]}{N_T} \tag{2}$$

Ideally, because of the periodic nature of safety beaconing, the number of busy slots would only be given by the mean number of sensed stations ($E[n_s]$), and the duration of a beacon in slots ($N_s$). However, in a real scenario, some of the neighbours experience collisions (with probability $P_{col}$), while others do not transmit during a given beaconing period due to their safety messages expire (with probability $P_{exp}$). In this case, $E[N_s]$ can be calculated as follows:

$$E[N_s] = E[n_s]N_s - E[n_s]P_{exp}N_s - E[n_s]P_{col}E[N_{col}]E[n_i] \tag{3}$$

where $N_{col}$ is the number of slots occupied by a collision and $n_i$ is the number of nodes involved in the collision.

This equation can be solved for any values of $N_{col}$ and $n_i$, for example for experimentally determined values. In the simulation study described in Section 5, we found $E[n_i] = 2.11$, meaning that, in the vast majority of cases, there are only two nodes involved in a collision, an intuitive result in the case of a road constrained vehicular topology. Based on these results, in the following we make the simplifying assumption of $n_i \approx 2$, meaning that there are two situations capable of producing a collision at node $V$. In the first case, the collision takes place between two nodes that are in the carrier sense range of one another but start transmitting simultaneously, in the same slot (with probability $P_{col}$). The duration of the collision in these circumstances is equal to the duration of a beacon, $N_s$. The second possibility is that the colliding stations are hidden from each other, and the two CAMs can therefore superpose with probability $P_{exp}$ at node $V$ on a number of slots uniformly distributed between 1 and $N_s$.

It is important to understand that, in this model, a collision does not necessarily imply a lost message, but only the simultaneous reception of more than one signal by node $V$. Using the capture effect or advanced decoding techniques, some of these messages might be correctly received. Nevertheless, the messages would concurrently use the same slots and this should be considered in the computation of $N_s$. This leads to the following relationship:

$$P_{col}E[N_{col}] = P_{col}N_i + P_{col} \frac{N_i}{2}.$$  

Replacing the terms in Eq. (3), we obtain (remember that we consider $n_i \approx 2$):

$$E[N_s] = E[n_s]N_s - E[n_s]P_{exp}N_s - E[n_s]P_{col}E[N_{col}]E[n_i] \tag{3}$$

$$P_k = \frac{1 - P_{exp}}{N_T} = P_{start}. \tag{4}$$

In the following, we will provide formulas for the two collision probabilities (with sensed and hidden terminals respectively) and the beacon expiration probability.

3.2. Synchronised transmissions

To help understand the impact of synchronised transmissions and calculate the probability of such an event, the representation shown in Fig. 2 is used. $C_v$ denotes the set of nodes that can be sensed by $V$. A formal definition in this case is:

$$C_v = \{v_i|d(v_i, V) \leq S_r\}$$

where $d(v_i, V)$ is the distance between nodes $V$ and $v_i$. Using the same notation as in the previous section, $|C_v| = n_s$.
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Choosing a vehicle $W \in C_V$, $W_i$ is defined as the set of nodes that can be sensed by both $V$ and $W$ ($W_i = C_V \cap C_W$). From Fig. 2, we can notice that the size of the area occupied by the nodes in this set on the road map can vary between $S_i$ when the considered node is situated at the border of $V$'s carrier sense range (e.g. node $A$), to $2S_i$ when the neighbour is geographically close to node $V$ (e.g. node $B$).

We make the assumption of a unique carrier sense threshold, and we use the notation $n_{cs} = |W_i|$. In this case, knowing that $W$ and $V$ have $j$ common neighbours, the probability that node $W$ transmits a beacon without interfering with one of these neighbours at node $V$ is:

$$P_{n(i)j} = (P_{n(i)}|n_{cs} = j) = \sum_{k=0}^{N_v-1} P_{\text{start}}^k (1 - P_{\text{start}})^j$$

$$P_{n(i)j} = N_l P_{\text{start}}(1 - P_{\text{start}})^j.$$  \hspace{1cm} (5)

Assuming that $W$ is situated at distance $r$ from node $V$, with $-S_i < r < S_i$, the probability that a neighbour of $V$ belongs to $W_i$ is:

$$\tau_r = 1 - \frac{|r|}{2S_i}$$

and the probability of having $n_{cs} = j$ when $r$ is known becomes:

$$P_{n(i)j} = P(n_{cs} = j|r) = \binom{n_c - 1}{i} \tau_r^{i-1} (1 - \tau_r)^{N_v-1-i}. \hspace{1cm} (6)$$

Considering the symmetry of vehicle $V$'s right and left side, the probability that $V$ does not experience synchronised transmissions from neighbours that can also sense each other can be written as:

$$P_{\text{as}} = \int_{r=0}^{S_i} \sum_{i=0}^{N_v-1} P_{n(i)j} P_{n(i)j} \, dr.$$  

After replacing the terms from Eqs. (5)–(7), this becomes:

$$P_{\text{as}} = \frac{N_l P_{\text{start}}}{S_i} \int_{0}^{S_i} \left( 1 - P_{\text{start}} + \frac{r P_{\text{start}}}{2S_i} \right)^{N_v-1} \, dr.$$  \hspace{1cm} (7)

Finally, after solving and simplifying, we obtain:

$$P_{\text{as}} = \frac{2N_l P_{\text{start}}}{n_c} \left[ \frac{1}{2} - \frac{P_{\text{start}}}{2} \right]^{n_c} - \left( 1 - P_{\text{start}} \right)^{n_c}.$$  \hspace{1cm} (8)

The probability of a synchronised transmission can now be calculated simply as

$$P_{s} = 1 - P_{\text{as}}.$$  

3.3. Collisions with hidden nodes

Using similar notations as in the case of synchronised transmissions, we define $W_h$ as the set of vehicles that can be sensed by $V$, but not by $W$ ($W_h = C_V \setminus C_W$). From Fig. 2, we can observe that the projection of this set on the road map covers an area varying from practically 0 for vehicles close to the tagged node (e.g. node $B$) to $S_i$ when a vehicle situated at the border of the carrier sense range is considered (e.g. node $A$).

While a synchronised transmission can only occur if two nodes start transmitting in the same slot, a collision with a hidden terminal at node $V$ takes place if any of the $i$ nodes belonging to $W_h$ begins a transmission during one of the $N_v - 1$ preceding slots. Therefore, using the notation $n_{ch} = W_h$, the probability of avoiding such an event is:

$$P_{\text{noH}(i)} = (P_{\text{noH}(i)}|n_{ch} = i) = \sum_{k=0}^{N_v-1} P_{\text{start}}(1 - P_{\text{start}})^{2(N_v-1)}$$

$$P_{\text{noH}(i)} = N_l P_{\text{start}}(1 - P_{\text{start}})^{2(N_v-1)}.$$  \hspace{1cm} (9)

Using a similar line of reasoning as for synchronised transmissions, the probability that a neighbour of node $V$ belongs to $W_h$ is:

$$\phi_i = \frac{|r|}{2S_i}$$

and the probability of having $n_{ch} = i$ when $r$ is known can be written as:

$$P_{n(i)j} = P(n_{ch} = j|r) = \binom{n_c - 1}{i} \phi_i^{j-1} (1 - \phi_i)^{i-j}. \hspace{1cm} (10)$$

The probability that a collision with a hidden node does not appear can be written as:

$$P_{\text{noH}} = \int_{r=0}^{S_i} \sum_{i=0}^{N_v-1} P_{\text{noH}(i)} P_{n(i)j} \, dr$$

which, after substituting Eqs. (10)–(12), becomes:

$$P_{\text{noH}} = \frac{N_l P_{\text{start}}}{S_i} \times \int_{0}^{S_i} \left[ \frac{1 - r}{2S_i} \right]^{n_c-1} \, dr. \hspace{1cm} (11)$$

Finally, the result after solving the integrals:

$$P_{\text{noH}} = \frac{2N_l P_{\text{start}}}{n_c} \left[ \frac{1 - (1 - P_{\text{start}})^{2(N_v-1)}}{2} \right]^{n_c-1}.$$  \hspace{1cm} (12)

and the probability of a collision with a hidden nodes is simply:

$$P_{ch} = 1 - P_{\text{noH}}.$$  \hspace{1cm} (13)

3.4. Beacon expiration probability

The beaconing expiration probability $P_{\text{exp}}$ is the last missing term in Eq. (3). In order to experience an expired message, a station first needs to find the channel busy when the beacon is passed from the network layer. This triggers a back-off of $b$, and the condition for the CAM to expire is that the node senses less than $b$ idle slots in the next beaconing period. The probability of this last event can be expressed as:
\[ P_{\text{idle}}(b) = \sum_{j=0}^{b-1} \left( \frac{N_t}{j} \right) (1 - P_{\text{idle}}(j)) P_{\text{idle}}(j). \]

Finally, assuming the backoff is uniformly chosen between 0 and \( CW - 1 \), the expiration probability is:

\[ P_{\text{exp}} = P_b \sum_{b=1}^{CW} \frac{1}{CW} P_{\text{idle}}(b). \]  

At this point, the system formed by Eqs. (2), (4), (8), (15) and (16) can be solved, and other results can be calculated afterwards.

3.5. Numerical example

In a network where all the nodes use a data rate of 6 Mb/s and a beaconing period of 100 ms, a maximum of 150 messages with a size of 500 bytes each can be received by vehicle \( V \). This scenario assumes perfect transmission synchronisation, and it is not possible for example in an IEEE 802.11 network, where an inter-frame space needs to be inserted after every message and the use of a random back-off leads to a non-zero collision probability. However, this perfect sequence of events is used in this section as a reference, helping us construct a similar example that can be studied using the framework detailed in the previous sections.

Following this line of reasoning, the VANET analysed below uses a beaconing period of 1500 slots, with a single transmission taking 10 slots, leading to the same network capacity of 150 messages during one period. It should be noticed that the size and the meaning of a slot are not the same as in the IEEE 802.11 case, where the time slot is calculated as the duration necessary for symbol transmission and signal propagation in the desired coverage area. In our model, a slot is simply the smallest time unit considered, which, under the assumption of a 10 Hz beaconing frequency, has a duration of 66.7 \( \mu \)s, much larger than the 13 \( \mu \)s slot time in IEEE 802.11. The relationship between the two slot values is difficult to determine, as every time the IEEE 802.11 timer is frozen, a DIFS period is added to the waiting time. It should be therefore noted that the actual values of \( CW \) obtained using the analytical model should not be directly compared with the simulation results, as their significance is different.

Because our goal is to test the performance of the MAC protocol in medium to high density scenarios, the number of nodes sensed by vehicle \( V \), \( n_v \), is varied between 100 and 250. While this final value might seem exaggerated, in a classical two-way highway with three lanes for each direction and a carrier sense range of 1 km, as predicted for IEEE 802.11p, this produces a density of 42 veh/lane/km, or an inter-vehicular distance of 24 m, not uncommon in most urban areas for rush hour traffic. It is also important to notice that this scenario leads to a network load \( \rho \) higher than the CCH capacity. This means that, necessarily, some of the messages either collide or expire.

The system of equations discussed in the previous sections is solved using an iterative method where \( P_b \) is initially set to \( P_{\text{idle}} = \min(1, \rho) \). The expiration and collision probabilities are computed using \( P_{\text{idle}} \), and a new value for the busy slot probability \( P_{\text{idle}} \) is also calculated. In the following iteration \( P_{\text{idle}} \) takes the value of the above and the process is repeated until \( |P_{\text{idle}} - P_{\text{idle}}| < 10^{-4} \).

The impact the contention window has on the collision probability is first discussed. Fig. 3 presents the probability of a synchronised transmission (\( P_{\text{sync}} \)) at node \( V \) for three different numbers of one-hop neighbours. This implies that two of \( V \)'s neighbours, also situated inside each other's carrier sense range, begin transmitting at the same time, following the expiration of the back-off timer, or because the medium is idle when a safety message arrives from the network layer. From the figure, the behaviour of \( P_{\text{sync}} \) can be divided in three phases. In the first phase, increasing the contention window has no impact whatsoever on the collision probability. However, the interval of the contention window over which this uniform behaviour can be observed decreases when the vehicular density increases, and it becomes negligible for \( n_v = 200 \). In the second stage, the number of collisions decreases steadily, until reaching a minimum where the third phase, a slower increase, begins. It is noteworthy that, because we only show results for a contention window up to 450, the third phase for \( n_v = 125 \) is not visible in the figure, as it starts at a higher value of the contention window.

The same observations can be made in the case of collisions between hidden nodes, presented in Fig. 4. In this case, a collision is the result of concurrent transmissions by two of node \( V \)'s neighbours that are hidden from one another. We can notice that the probability of a collision with a hidden terminal is much higher than the one of a synchronised transmission. However, we must point out that our model does not take into account the capture effect. In a real scenario, an important number of these messages would be received by node \( V \), especially in the case of collisions between hidden nodes, where the difference between the power level of the colliding messages is very often large enough to allow the reception of one of them. For example, experiments on the WINLAB ORBIT test-bed have shown that, in a high density scenario, the physical layer capture property of IEEE 802.11 devices recovers a frame in 50% of the encountered collisions [32].
These results can be better understood by observing Fig. 5, where the beaconing expiration probability under the same scenario is depicted. Initially, the contention window is too small to produce any expiration. This translates in the phase with the highest collision probability in Figs. 3 and 4. When \( CW_{\min} \) becomes large enough, more and more messages begin expiring, which reduces the network load and, with it, the collision probability. However, these modifications also have an impact on the probability of sensing a busy slot. Under the influence of an increased number of expired messages, \( P_0 \) slowly decreases, the reduced number of collisions not being able to fill up all the extra-bandwidth obtained from reducing the channel load. However, from Eq. (16), it can be noticed that the expiration probability (\( P_{\text{exp}} \)) also depends on \( P_0 \). Reducing \( P_0 \) under a certain threshold leads to a reduction in \( P_{\text{exp}} \) and therefore to the third phase appearing on all these figures.

Because the beaconing reception probability takes into account both expired and collided messages, a balance needs to be found between the two quantities. Achieving this trade-off is not a simple task considering the fact that a collision is a local event, that only occurs at some of the neighbours, whereas an expired beacon is lost for all the possible receivers. Fig. 6 tries to portray the role played by the contention window on the number of received beacons, showing the reception probability (in fact the probability that a beacon does not expire and does not experience any kind of collision) for different network loads.

These results show that initially the gain from the avoided collisions compensates the loss produced by the expired messages, resulting in a sharp increase of the reception probability. After a certain point, the number of expired beacons begins to prevail and the reception probability starts a slower, but steady, decrease. When \( P_{\text{exp}} \) goes beyond its peak (and the number of collisions starts increasing again), the reception probability goes through another phase, where its value remains almost constant. Finally, when the expiration probability becomes low enough, the effect of the collisions is again predominant and the number of total receptions starts decreasing once more.

Another interesting result that can be observed from Fig. 6 is that the optimal value of the contention window decreases when the network load becomes higher. This behaviour is the opposite of the one described by the Bianchi relationship [6], where the optimal \( CW_{\min} \) is in direct proportionality with the number of contending nodes.

4. Reverse back-off mechanism

The results presented in the previous section point out that using an improper value for the contention window can result in a significant drop in MAC layer performance. Despite this, both WAVE and ETSI ITS architectures are based on the IEEE 802.11e access method and use relatively low values for \( CW_{\min} \) (between 3 and 15, depending on the access class). However, these values belong to the interval resulting in the worst beaconing reception probability, and a different approach is clearly needed in order to improve the MAC layer performance on the VANET CCH.

The new back-off mechanism we propose does not try to achieve optimality through an estimation of the number of neighbours, although this would be perhaps possible using the insight gained from the analytical study.
discussed above. Instead, it is based on the observation that the most successful proposals in this field (e.g. IEEE 802.11 binary exponential back-off, optimal-CSMA contention aggressiveness) rely on internal information, accurate and easy to interpret. However, as already discussed, the state of the queues is not relevant for vehicular safety communications, and collisions remain undetectable in this broadcast environment. Another parameter is therefore needed in the computation of the contention window. Following the analytical results presented in the previous section, the optimal CW in a VANET must find the correct balance between collided and expired messages. While the former cannot be used, the latter can be detected with no effort and they can form the basis of a back-off mechanism.

There are two ideas behind the proposed mechanism:

- A larger contention window than the one proposed in IEEE 802.11p is needed in order to cope with medium and high vehicular densities.
- An expired beacon produces important consequences, because the information it carries will not be received by any neighbour, and therefore needs to be counterbalanced by an increased priority of the next beacons produced by that vehicle.

Therefore, instead of beginning with a small CW_{min} that would be increased after every failed transmission, as in IEEE 802.11 BEB, the reverse back-off mechanism we designed starts with a fairly large initial contention window (CW_{i}) and decreases it for every expired beacon. While different approaches could be taken when CW is increased or decreased, the results shown in this paper consider CW is halved after every expired CAM and it returns to the original value CW after n_t = 1 transmitted beacons.

While the properties of the reverse back-off mechanism (RB) will be studied in more detail in the next section, some observations can already be made:

- Similarly to oCSMA [20], the reverse back-off mechanism reduces the aggressiveness of the nodes under normal functioning conditions. By using a larger interval for the back-off time, RB is able to reduce the number of collisions.
- In a high density vehicular network, the control channel cannot accommodate the entire network load. It is obvious that a part of the messages will be lost in such a scenario, either through a collision or following an expiration. In this case, a MAC protocol should not only focus on reducing the losses, but should also consider the distribution of these losses, as a vehicle losing several beacons in a row represents a higher danger than several vehicles losing each one beacon. By using a low value for the contention window, as currently proposed in IEEE 802.11p, most of the losses will be the result of a collision. However, collisions are unpredictable events, and the MAC protocol cannot control the distribution of the losses in this case. The RB mechanism, on the other hand, increases the proportion of expired messages whose distribution is much easier to control in a vehicular context.

- It might be assumed that, in a sparse network, the reverse back-off mechanism would unnecessarily increase the delay for safety messages. However, it must be pointed out that, under low vehicular traffic, a node has a high probability to detect the CCH idle and transmit immediately, without going through a back-off stage.

5. Mechanism evaluation

As the reverse back-off mechanism is designed for highly congested vehicular networks, an experimental evaluation is simply prohibitive. In these conditions, we decided to conduct an in depth simulation study, using models that match reality as close as possible. This section begins with a description of the simulation framework used in this study. The simulation scenario and different parameters are then presented, before a detailed discussion regarding the obtained results.

5.1. Simulation framework

The simulation of vehicular networks presents significant challenges when compared with classical MANETs. The large scale of VANETs or the need for new mobility models and radio propagation models are just a few of the problems needing to be solved.

All the simulations discussed in this paper were conducted using the Java in Simulation Time (JIST) environment [33]. JIST is a general purpose discrete-event simulator built in Java. A framework dedicated to wireless network simulation, the Scalable Wireless Ad hoc Network Simulator (SWANS), is also available on top of JIST. The JIST/SWANS platform and models (including the IEEE 802.11 model) have been extensively tested by Weingartner et al. [34] and the framework is widely used in the study of vehicular networks.

Realistic vehicular mobility is provided by the Street Random Waypoint (STRAW) package, developed at the University of Ohio [35] and integrated in JIST/SWANS. The software creates real topologies from US Census Bureau’s TIGER data files and it accurately describes stop signs and traffic lights. STRAW contains three different modules. One of them is dedicated to intra-segment mobility, the second one to inter-segment mobility and the last one to route planning. The vehicular movement is described using a car-following model, which is designed using a leader-follower logic. If the distance between a car and the next vehicle on the lane is larger than a certain threshold, the car movement is described only by its maximum speed and acceleration. When the distance to the vehicle in front decreases under the threshold, the follower starts decelerating until it matches the speed of the next car. When a car accelerates, its follower will do the same thing until it reaches its own maximum speed.

5.2. Simulation scenario

The IEEE WAVE architecture includes a switching mechanism between the CCH and SCH, in order to allow single-radio devices to benefit from both safety and non-safety
applications. On the other hand, the ETSI architecture assumes the existence of multiple radios, one of which would always be listening or transmitting on the control channel. In our study, we consider a dedicated radio for the CCH is used. All the MAC and PHY layer parameters are set according to the IEEE 802.11p standard [2], and the simulator specific parameters are summarised in Table 1.

We use a fixed beaconing frequency of 10 Hz and a beacon size of 500 bytes that includes the payload, the different headers and the security overhead. These values are in line with those predicted by the European research projects in this field [7].

To remove any bias introduced by a particular topology, all the simulations we discuss were repeated using three different maps with a size of 5 km × 5 km. The total road length in these three cases varied from 11.3 km to 18.9 km. A number of 30 runs, using different random seeds, were conducted for each road topology and for each parameter setting. The initial positioning of the vehicles on the map was random, but a warming period of 10 min was used at the beginning of every simulation. During this time, the communication module was turned off and only the vehicular mobility was simulated, in order to eliminate any transient phase introduced by the mobility. After these 10 min, the safety application was launched on every node and the communications began for another 10 min. However, only the messages transmitted in the final 5 min, when the system already reached a steady-state, were used to compute the statistics. In order to avoid boundary effects, the results were always gathered only from a central region of the map. The vehicles outside this area of interest participated in the communication, but their receptions were not taken into account in the final results. Therefore, statistics coming from vehicles situated at less than 1 km from the border were not used when computing the results.

As already mentioned, the radio propagation model is a major challenge in VANET simulation. The model used in this study is based on the modified shadowing model for vehicular environments proposed by Dhoutaut et al. [36], where the fast fading factor is not completely random, but depends on the vehicular density. This model is based on the idea that more vehicles bring more reflections for the signal and, hence, a higher level of interference. The idea is backed-up by experimental results detailed in [36]. Fig. 7 shows the beaconing reception probability (without any interference from other nodes) with increasing distance from the transmitter under sparse and dense traffic when this propagation model is used in our simulator. As it can be noticed, the reception probability decreases at higher distances when the vehicular density increases, modelling the increased number of reflections and multi-paths.

Several important observations need to be made at this point. First of all, the profile of the beaconing reception probability in Fig. 7 corresponds very well to experimental studies like the one in [14], where the large area occupied by grey zones (zones with a reception probability between 20% and 80%) has been noticed. Second, although the range of IEEE 802.11p radios can be close to 1 km when the maximum transmission power is used, our scenario is far from this point. This is because our study is focused on scenarios when a power level close to the minimum is already used, meaning that transmission power control mechanisms have already reached their limit and a complementary mechanism is needed. Finally, while the accuracy of the radio propagation model we used was confirmed in the case of highway scenarios, simulating realistic urban scenarios still remains a difficult task, as it would require an accurate knowledge of the topology and the alterations introduced by buildings. As a consequence, the results presented throughout this study are issued from simulations using maps of sub-urban areas that include multiple types of roads. Another important observation at this point is that the different roads appearing on the maps have different properties and can accommodate different traffic densities. In the remaining of this paper, we use the mean vehicular density over the entire map as a parameter, but it is noteworthy that this is not a uniform density and that in our simulations major road arteries generally present a higher density than secondary roads.

5.3. Results

The analytical model described in the previous section predicts fundamental differences in the way the contention window impacts the reception of beacons when compared with regular broadcast traffic, where the messages cannot expire. Simulation results presented in Fig. 8 show the optimal value of the contention window for regular broadcast (no expiration) and beaconing (with expiration) scenarios. In both cases, we denote as optimal CW the contention window that results in the highest packet reception ratio. The results confirm the property uncovered analytically in Section 3, showing that the value of the

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Antenna gain</td>
<td>0 dBm</td>
</tr>
<tr>
<td>Receiver sensitivity</td>
<td>-91 dB</td>
</tr>
<tr>
<td>SNR required to decode a message</td>
<td>10 dB</td>
</tr>
<tr>
<td>Ambient noise level</td>
<td>-95 dB</td>
</tr>
<tr>
<td>Data rate</td>
<td>6 Mb/s</td>
</tr>
</tbody>
</table>
optimal CW behaves totally different when a threshold is set on the lifetime of the messages. We can notice that the results for the broadcast scenario follow the predictions of the Bianchi model \[6\], and the optimal CW increases with the number of nodes. On the other hand, when beacons are considered, the best contention window takes a smaller value when the vehicular density increases, confirming our analytical results.

This totally opposite behaviour can be easily explained. In the case of saturated broadcast, the reason behind a lost message is either a collision or a radio propagation problem. When the number of vehicles increases, the contention window must follow the trend in order to reduce the collision probability. The fact that beacons can expire adds another possible reason for a lost message, and we should not forget that an expired CAM is lost for all the neighbours, unlike in the case of a collision. Therefore, in this second case, when the number of nodes in the network increases, the contention window must be decreased in order to reduce the expiration probability to an acceptable value.

The beaconing reception probability for different values of the contention window can be better analysed in Fig. 9, where three different vehicular densities are considered. As the reception probability depends on the distance to the transmitter, we decided to focus on receivers situated in a 100 m range, a region where safety messages can be critical. It can be noticed that, in all the cases, the evolution of the reception probability is similar: a relatively sharp increase until an optimal value is reached, a zone where the reception probability remains constant, followed by a slower, but steady decrease. As in the previous results, we can see that the optimal value of CW is smaller when the node density increases. An important observation in this figure is that the value CW = 7 currently proposed in the standard for CAM messages is far from optimal, and a 10% improvement can be obtained by a correctly parametrised contention window.

Just like in the case of the BEB mechanism, the performance of the reverse back-off mechanism depends on the initial value of the contention window (CWi). After studying the impact of different CWi values on the RB mechanism, we decided to set this parameter to 127 (the CW values are usually calculated as 2i − 1, so in our case m = 7), although all the values between 60 and 200 lead to similar results. Fig. 10 shows the reception probability of the RB mechanism with CWi = 127 under different vehicular densities. These results are compared with those obtained by using the current IEEE 802.11p standard (a fixed CW = 7) and by the best fixed value of the contention window for every scenario. We can notice that the RB mechanism is close to the optimal CW value, bringing an improvement of about 10% over the current standard when the vehicular density is high. However, it must be pointed out that the optimal value of the contention window depends on the vehicular density, as discussed above. On the other hand, the reverse back-off mechanism uses the same set of parameters regardless the number of nodes in the network.

Moreover, an even more significant difference can be noticed in Fig. 11, depicting the number of consecutive beacons lost between pairs of vehicles situated at less than
100 m from one another. This can be seen as a measure of the awareness a vehicle has on the state of the safety critical area around it, as more messages lost in a row reduce the quality of the estimation a node has on the location of the surrounding vehicles. As we use a fixed beaconing frequency, this metric can also be interpreted in terms of the time duration between the reception of two beacons from a given neighbour. For this, it is sufficient to multiply the number of consecutive lost beacons with the beaconing period (100 ms in our case). While, as seen above, the number of losses is similar for the optimal fixed CW and the reverse back-off mechanism, the distribution of these losses is highly different. Using the reverse back-off, there are 18% more cases when a node misses between 1 and 9 consecutive beacons from one of its neighbours than when using a fixed contention window. The probability of losing between 10 and 20 consecutive beacons is similar in both cases (2% less cases for the reverse back-off). Finally, an event where more than 20 consecutive beacons are lost appears 40% less often when using the new back-off mechanism. This metric is essential for safety applications, where invisible neighbours represent a danger and their existence must be minimised. Increasing the priority of a node following an expired beacon, as proposed in the reverse back-off mechanism, manages to reduce the probability of such ghost nodes, a very important property in a vehicular environment.

To better understand the behaviour of the RB mechanism, we also show the distribution of the reasons that can lead to a lost safety message at different distances from the sender when using the current version of the standard (Fig. 12) and the reverse back-off mechanism (Fig. 13). For example, at 40 m from the sender, more than 90% of the messages lost using standard IEEE 802.11p are the consequence of simultaneous transmissions with nodes located inside the carrier sense range, and less than 10% are due to collisions with hidden nodes. On the other hand, when the proposed mechanism is used, the loss distribution changes, and the impact of synchronised transmissions becomes less significant. This is due to the higher value of the contention window, which reduces the number of collisions, but introduces more expired messages (not a significant loss reason in Fig. 12).

From the results presented in this section, we can conclude that the RB mechanism increases the performance of IEEE 802.11p in dense vehicular networks, especially in the immediate neighbourhood of the vehicles, where safety information has the highest relevance. Moreover, the reverse back-off does not only increase the beaconing reception probability, but it also modifies the distribution of the lost messages and their reasons.

6. Conclusion

The design of an efficient and scalable MAC layer is an essential step towards the creation of a safety vehicular network on our roads. This paper is focused on IEEE 802.11p, the technology widely considered as the best choice in this context, and more precisely on the back-off mechanism proposed in the standard. We show that the value currently assigned to the contention window is far from being optimal, especially when the vehicular density increases. Using an analytical framework and an extensive simulation study, we argue that expired messages should not be feared, as, in a reduced number, they can actually
improve the performance of safety applications. The reverse back-off mechanism uses these easily detectable expired messages to adjust the contention window and keeps their distribution under control. Designed particularly for the VANET control channel, this mechanism alleviates the scalability problem of the current standard and is totally compatible with other congestion control mechanisms currently under standardisation.
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