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a b s t r a c t

We investigate how to share a common resource among multiple classes of customers
in the presence of abandonments. We consider two different models: (1) customers can
abandon both while waiting in the queue and while being served, (2) only customers
that are in the queue can abandon. Given the complexity of the stochastic optimization
problemwe propose a fluid model as a deterministic approximation. For the overload case
we directly obtain that the c̃µ/θ rule is optimal. For the underload casewe use Pontryagin’s
Maximum Principle to obtain the optimal solution for two classes of customers; there
exists a switching curve that splits the two-dimensional state-space into two regions such
that when the number of customers in both classes is sufficiently small the optimal policy
follows the c̃µ-rule and when the number of customers is sufficiently large the optimal
policy follows the c̃µ/θ-rule. The same structure is observed in the optimal policy of the
stochastic model for an arbitrary number of classes. Based on this we develop a heuristic
and by numerical experimentswe evaluate its performance and compare it to several index
policies. We observe that the suboptimality gap of our solution is small.

© 2013 Elsevier B.V. All rights reserved.

1. Introduction

Abandonment or reneging takes place when customers, unsatisfied of their longwaiting time, decide to voluntarily leave
the system. It has a huge impact in various real life applications such as the Internet or call centers, where customers may
abandonwhile waiting in the queue, or evenwhile being served. Abandonment is a very undesirable phenomena, both from
the customers’ and system’s point of view, and it can have a big economical impact. It is thus not surprising that it has
attracted considerable interest from the research community, with a surge in recent years.

An important line of research aims at characterizing the performance and impact of abandonments in systems, we
refer to [1–6] for single-server models and [7–9] for papers dealing with the multi-class case. We also refer to [10] for
a recent survey on abandonments in a many-server system. More related to our present work are the papers that deal
with optimal scheduling or control aspects of multi-class queueing systems in the presence of abandonments, see for
instance [11–18].
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As the performance criteria the most common objectives are maximizing the service completion reward or minimizing
a combination of the waiting time and abandonment penalty. In the case of two classes of customers and one server,
the authors of [16] assume exponential distributed service requirements and impatience times and show that, under an
additional condition on the ordering of the abandonment rates, an index policy is optimal. Since the abandonment rate is
not bounded, it is not possible to uniformize the system. In order to prove the result, the authors use a continuous-time
formulation of a Markov decision process (instead of the discrete-time equivalent) in addition to a truncation argument.
In the case of no arrivals and non-preemptive service, the authors of [14] provide partial characterizations of the optimal
policy and show that an optimal policy is typically state dependent. It is worthwhile to mention that [14] is inspired by a
patient triage problem which illustrates that abandonments are as well an important issue in other areas than information
technology. As far as the authors are aware, the above two settings are the only ones for which structural optimality results
have been obtained. State-dependent heuristics for themulti-class queue are proposed in [14] for two classes and no arrivals
and in [11] for an arbitrary number of classes including new arrivals.

In general, determining the exact optimal policy has so far proved analytically infeasible. Hence, researchers have focused
on obtaining approximations of the optimal control. For example, in [18] the authors study amulti-class abandonment queue
without arrivals and use the Lagrangian relaxation method [19] to construct an index policy, which is optimal for a relaxed
optimization problem. Another approach is to study the system in the Halfin–Whitt heavy-traffic regime. That is, the total
arrival rate and the number of servers both become large in such a way that the traffic intensity approaches one. For the
abandonment queue thiswas first studied in [20]. This scaling gives rise to a diffusion control problem, forwhich the optimal
controls are investigated in [12,13] and shown to be state dependent. In an overload setting the abandonment queue has
been studied under a fluid scaling in [15,17], where the authors scale the number of servers and the arrival rate and show
that the c̃µ/θ rule (i.e., the policywhere strict priority is given according to the indices c̃µ/θ ) is asymptotically fluid optimal
(here c̃ is the holding plus abandonment cost, θ is the abandonment rate andµ the service rate). The overload assumption is
crucial in their analysis, since under this assumption the trajectories of the fluid model converge to a strictly positive state
which completely characterizes the performance under the average performance criteria. The c̃µ/θ-rule emerges naturally
as the policy that optimizes the performance associated to this absorbing state. Without abandonments, the c̃µ-rule, i.e.,
strict priority is given according to the indices c̃µ, is optimal in a multi-class single server queue for average reward and
discounted cost criteria, in the preemptive and non-preemptive cases, see for example [21]. The c̃µ/θ and the c̃µ index
rules will play an important role throughout this paper.

In this paper, we investigate the fundamental question of how to share one common resource among multiple classes
of customers in the presence of abandonments. We consider two different stochastic models: (1) customers can abandon
when they are waiting in the queue and also while they are being served, (2) customers that are in the queue can
abandon but customers in service cannot. Given the complexity of the problem it is not possible to solve the stochastic
optimization problem.We thus propose a fluidmodelwith non-linear dynamics, which can be interpreted as a deterministic
approximation of the stochastic problem. We consider both the underload and the overload case, the former being
considerablymore difficult to solve. In an overload setting, we determine the optimal equilibriumpoint and show that under
the c̃µ/θ rule the dynamics converge to this point,which in fact is non-zero. In the underload case the fluidmodelwill empty
in finite time, hence we will seek for the optimal trajectory that minimizes the cost of draining the fluid. The latter makes
the analysis considerably harder than in the overload case. Using Pontryagin’s Maximum Principle [22] we solve completely
the case with two classes of customers. The optimal solution has a remarkable structure, there exists a switching curve that
splits the two-dimensional state-space into two regions such that: when the number of customers is sufficiently small the
optimal policy follows the c̃µ-rule and when the number of customers is sufficiently large the optimal policy follows the
c̃µ/θ-rule. Solving the optimal stochastic control problem numerically we observe this same behavior where the shape of
the switching curve is verywell approximated by the one found in the fluidmodel. In fact, the combination of the c̃µ rule and
the c̃µ/θ rule is also observed numerically in the optimal stochastic control for more than two classes. We use this insight
to propose a heuristic for the stochastic model (for an arbitrary number of classes). At last, by numerical experiments we
evaluate the performance of the fluid-based heuristic and several index policies and observe that the suboptimality gap of
our solution is small.We emphasize here that our heuristicworkswell across all loads, while the index policies c̃µ and c̃µ/θ ,
although being rather easy to implement, achieve only good performance in either the underload or the overload setting.

The approach of using the fluid model to find an approximation for the stochastic model finds its roots in the pioneering
works by Avram et al. [23] and Weiss [24]. It is remarkable that in some cases the optimal control for the fluid model
coincides with the optimal solution for the stochastic problem. See for example [23] where this is shown for the cµ-rule in
a multi-class single-server queue and [25] where this is shown for Klimov’s rule in a multi-class queue with feedback. For
other cases, researchers have aimed at establishing that the fluid control is asymptotically optimal, that is, the fluid-based
control is optimal for the stochastic optimization problem after a suitable scaling, see for example [26–30]. We conclude by
mentioning that the fluid approach owes its popularity to the groundbreaking result stating that if the fluid model drains in
finite time, the stochastic process is stable, see [31,32].

The remainder of the paper is organized as follows. In Section 2 we present the stochastic model with abandonments
and the optimization problem. In Section 3 we introduce the related fluid model and solve its fluid control problem for
the underload case (for two classes of customers) and for the overload case. In Section 4 we develop a heuristic for the
stochastic model for an arbitrary number of classes and in Section 5 we numerically compare the performance of the fluid-
based heuristic with that of the optimal policy and several index policies proposed in the literature.
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2. Model description

We consider a multi-class single-server queue with K classes of customers. Class-k customers arrive according to a
Poisson process with rate λk and have an exponentially distributed service requirementwithmean 1/µk. A class-k customer
can abandon the system after an exponentially distributed amount of time with mean 1/θk. We define ρk = λk/µk as the
traffic load of class k and ρ =

∑

k ρk as the total load. We assume that the server has capacity 1 and can serve at most one
customer at a time, where the service can be preemptive. At each moment in time, a policy π decides which class is served.
Because of the Markov property we can focus on policies that base decisions on the current number of customers present in
the various classes. For a given policy π , the control variable (Sπ

1 (t), . . . , Sπ
K (t)) denotes the class of the customer that is in

service at time t , i.e., if at time t class k is in service, then Sπ
k (t) = 1 and Sπ

l (t) = 0 for l 6= k. Hence, it satisfies Sπ
k (t) ∈ {0, 1}

and
∑K

k=1 S
π
k (t) ≤ 1.

We are interested in two different models, depending on whether or not a customer in service becomes impatient and
hence can abandon:

• Stochastic Model 1 (SM1): customers can abandon both while waiting in the queue and while being served, see Fig. 1(a).
• Stochastic Model 2 (SM2): customers can abandon only while waiting in the queue, see Fig. 1(b).

Both models have been studied in the literature, e.g., in [16] the model SM1 is studied, while the authors of [15,17,18]
consider SM2.

For a given policy π , let Nπ
k (t) denote either the number of class-k customers in the system (SM1) or the number of

class-k customers in the queue (SM2). Let ck denote the holding cost per unit time for class-k customers. Let dk denote the
cost for each class-k customer that abandons. Our objective is to minimize the average cost, that is,

min
π

lim sup
T→∞

K
∑

k=1

1

T
E

(∫ T

0

ckN
π
k (t)dt + dkR

π
k (T )

)

= min
π

lim sup
T→∞

1

T
E

(

∫ T

0

K
∑

k=1

c̃kN
π
k (t)dt

)

,

where Rπ
k (T ) denotes the number of class-k customers that abandoned in the interval [0, T ], c̃k := ck + dkθk, k = 1, . . . , K ,

and we used that E(Rπ
k (T )) = θkE(

∫ T

0
Nπ

k (t)dt). We note that for model SM2 only waiting customers can abandon and
can hence contribute to the abandonment cost. In addition, implicitly we assumed that for SM2 only waiting customers
contribute to the holding cost.1 For model SM1, all customers will have a contribution to the abandonment cost (a customer
in service can abandon) and we have assumed that all customers contribute to the holding cost.

The above described stochastic control problems have proved to be very difficult to solve. In [16] optimal dynamic
scheduling is studied for themodel SM1 for two classes of customers (K = 2)withµ1 = µ2 = 1. In case c̃1 ≥ c̃2 and θ1 ≤ θ2,
the authors show that it is optimal to give strict priority to class 1, see [16, Theorem 3.5]. It is intuitively clear that giving
priority to class 1 is the optimal thing to do, since serving class 1myopically minimizes the (holding and abandonment) cost
and in addition it is advantageous to keep the maximum number of class-2 customers in the system (without idling), since
they have the highest abandonment rate. Outside this parameter setting, an optimal policy is expected to be state dependent,
and as far as the authors are aware, no (structural) results exist for this stochastic optimal control problem. Therefore, in
Section 3, in order to obtain further insight, we propose to solve a related fluid control model.

3. Fluid control model

In this section the stochastic models (SM1, SM2) presented in Section 2 are approximated by the deterministic fluid
model, where only the mean dynamics are taken into account. That is, let nk(t) be the amount of class-k fluid and sk(t) the
control parameter. Then the fluid dynamics is described by the following set of differential equations:

dnk(t)

dt
= λk − µksk(t) − θknk(t), ∀k ∈ {1, . . . , K}, sk(t) ∈ S, nk(t) ≥ 0, ∀k ∈ {1, . . . , K}, ∀t,

with

S :=

{

s = (s1, . . . , sK ) s.t.

K
∑

k=1

sk ≤ 1, sk ≥ 0 ∀k ∈ {1, . . . , K}

}

.

For the fluid analysis we will make a distinction between two different scenarios: (1) ρ < 1, which we refer to as the
underload and (2) ρ > 1, which we refer to as the overload setting. Note that in the case ρ < 1, any non-idling control

(i.e.,
∑K

k=1 sk(t) = 1 if
∑K

k=1 nk(t) > 0) converges to the equilibrium point (0, . . . , 0).2 Hence, when ρ < 1 we aim at
minimizing the total cost until reaching the equilibrium point (0, . . . , 0). This can be written as

min
s(t)∈S

∫ ∞

0

K
∑

k=1

c̃knk(t)dt.

1 For the model SM2, the latter was also assumed in [15,17], while [18] assumed customers in service contribute to the holding cost as well.
2 Consider w(t) :=

∑K

k=1 nk(t)/µk . Then
dw(t)

dt
= ρ −

∑K

k=1 sk(t) −
∑K

k=1
θk
µk

nk(t) < ρ − 1 < 0, hence w(t) converges to zero.
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(a) Stochastic Model 1 (SM1). (b) Stochastic Model 2 (SM2).

Fig. 1. Multi-class single-server queue with abandonments.

Whenρ > 1, an equilibriumpointwill necessarily be different than (0, . . . , 0). Hence, forρ > 1 our objective is tominimize
the average cost, i.e.,

min
s(t)∈S

lim
T→∞

1

T

∫ T

0

K
∑

k=1

c̃knk(t)dt.

Throughout the study we refer to this optimal fluid control problem as Problem P.

3.1. Optimal policy in underload for two classes of customers

In this section we assume ρ < 1 and solve the fluid control model. We focus on the case of two classes of customers,
whose solution is already rather involved. However, it gives us intuition on the structure of the optimal policy for an arbitrary
number of classes.

We will see that an optimal policy can be of two possible shapes: either a switching curve emerges, i.e., we prioritize one
class above the switching curve and the other class below the switching curve, or one of the two classes is prioritized. This
gives us four different type of strategies. As we show in the following proposition, the optimal strategy is fully characterized
by the ordering of c̃1µ1 and c̃2µ2 and of c̃1µ1/θ1 and c̃2µ2/θ2.

Proposition 1. Assume K = 2 and let λk, µk, θk, ck and dk be given for k ∈ {1, 2}. Assume c̃2µ2/θ2 ≥ c̃1µ1/θ1. If ρ < 1, then,
an optimal solution s∗(·) for Problem P under the total cost criteria is:

• if c̃2µ2 ≤ c̃1µ1, then

– s∗ = (0, 1) when n2 > h(n1),

– s∗ = (1, 0) when n2 ≤ h(n1) and n1 > 0,

– s∗ = (ρ1, 1 − ρ1) when n2 ≤ h(0) and n1 = 0,

where the switching curve h(·) is given by

h(n1) :=
a1n1 + a2 + (a3n1 − a2)

(

θ1n1+µ1−λ1
µ1−λ1

)

θ2
θ1

a4n1

+
λ2

θ2
, (3.1)

with

a1 = c̃2
µ2

θ2
(1 − ρ) ; a2 = a1

µ1

θ1
(1 − ρ1);

a3 = −

(

c̃2
µ2

θ2
− c̃1

µ1

θ1

)

(1 − ρ1), and a4 =

(

c̃2
µ2

θ2
− c̃1

µ1

θ1

)

θ2

µ2

.

That is, serve class 2 until the switching curve h(·) is reached, then serve class 1 until n1 = 0. From that moment on, keep

n1 = 0 and give the rest of the service to class 2, see Fig. 2(a).

• If c̃2µ2 ≥ c̃1µ1, then

– s∗ = (0, 1) when n2 > 0,

– s∗ = (1 − ρ2, ρ2) when n2 = 0.

That is, serve class 2 until n2 = 0. From that moment on, keep n2 = 0 and give the rest of the service to class 1, see Fig. 2(b).

The solution in the case where c̃2µ2/θ2 ≤ c̃1µ1/θ1 is equivalent with the indices swapped.

Remark 1 (Arbitrary Number of Classes). Given the complexity to find an optimal solution for the fluid control model in
underload when K = 2, we did not aim at obtaining an analytical solution for an arbitrary number of classes K . Instead, in
Section 4 we develop a heuristic using the insights obtained for the case K = 2.
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(a) Optimal path when c̃2µ2 ≤ c̃1µ1 . (b) Optimal path when c̃2µ2 ≥ c̃1µ1 .

Fig. 2. Optimal strategy assuming
c̃2µ2

θ2
≥

c̃1µ1

θ1
, and the optimal path.

Remark 2. Observe that the switching curve h(·) defined in Proposition 1 is decreasing in n1 and hence it will emerge in the
first quadrant if and only if

h(0) = (1 − ρ)
µ2

θ1θ2

(

c̃1µ1 − c̃2µ2

c̃2µ2

θ2
−

c̃1µ1

θ1

)

≥ 0.

Since we are in the underload case this is equivalent to the condition

(

c̃1µ1 − c̃2µ2

)

/

(

c̃2µ2

θ2
−

c̃1µ1

θ1

)

≥ 0.

Before proving the above proposition we first provide intuition for the structure of the optimal policy, which is
characterized by a very simple rule based on the comparison of the indices c̃µ and c̃µ/θ . When the amount of fluid is
small enough, the c̃µ rule is optimal. This can be explained as follows. Note that the derivative of the cost is given by
∑K

k=1 c̃k
dnk(t)

dt
=
∑K

k=1 c̃k (λk − µksk(t) − θknk(t)). The c̃µ-rule myopically minimizes the derivative and is hence optimal
in the short run. Close to the origin this is exactly what the optimal control prescribes. However, in the long term, one cannot
neglect the effect of abandonments. For example, if c̃1µ1 > c̃2µ2, but θ1 ≫ θ2, then themyopic rule would prioritize class 1.
However, this minimizes n1(t), which has a negative impact on the derivative of the cost (cf. the term θ1n1(t)). Hence, in the
long run itmight be good to keep the amount of class-1 fluid high, since class 1 has a high abandonment rate. In Proposition 1
we showed that in a state far from the origin, the index that appropriately combines the above described effects is the c̃µ/θ
index. We will show in Proposition 2 that the c̃µ/θ rule is in fact optimal when ρ > 1, i.e., in the overload setting.

The switching curve h(·), as defined in Proposition 1, describes the states inwhich it is optimal to switch from the c̃kµk/θk
rule to the c̃kµ rule. We can learn the following from the formula for h(·):

• as we can see from Remark 2, the ratio between c̃1µ1− c̃2µ2 and
c̃2µ2

θ2
−

c̃1µ1

θ1
determines h(0), and hence the height of the

switching curve. From this we observe that as the difference in the values for the c̃µ index grows large (small) relative
to that of the c̃µ/θ index, the height of the switching curve grows (goes to zero) and hence the optimal fluid control gets
closer to the c̃µ rule (c̃µ/θ rule).

• as the traffic load approaches one, i.e., ρ ↑ 1, the switching curve h(·) converges to h(·) with h(0) = 0 and h(n1) < 0
for n1 > 0. Hence, the c̃µ/θ rule is optimal for the fluid model as ρ ↑ 1. As we will see in Section 3.2, the c̃µ/θ rule is
optimal in the overload setting (ρ > 1) as well, showing continuity in the optimal solution.

Remark 3 (Multi-Class Queue with Deadlines). In the case ck = 0, k = 1, . . . , K , the model becomes a multi-class queue
with deadlines: customers need to be served before a deadline that is exponentially distributed with parameter θk and in
the case they do not receive service before their deadline they abandon the queue giving a cost dk. In this particular case the
c̃µ rule reduces to dµθ rule and the c̃µ/θ rule reduces to the dµ rule.

We now proceed to the proof of Proposition 1. The following two lemmas are necessary in order to prove Proposition 1.
Their proofs are presented in the Appendix. The first lemma states that the index c̃kµk determines the optimal action when
the amount of fluid in both class 1 and class 2 is small.

Lemma 1. Let K = 2 and let n(0) = (ε, ε) with ε > 0 small enough. If ρ < 1 and

c̃1µ1 ≥ c̃2µ2 (resp. c̃1µ1 ≤ c̃2µ2),

then it is optimal to give priority to class 1 (resp. class 2) until the origin is reached.
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Assuming that it is optimal to serve class 2 in the initial point, the next lemma describes the two possible strategies.

Lemma 2. Let K = 2 and the initial conditions n(0) be given. Assume that it is optimal to prioritize class 2 at time 0. Then the

optimal solution of Problem P will be one out of the following two strategies:

• if
(

c̃1µ1 − c̃2µ2

)

/

(

c̃2µ2

θ2
−

c̃1µ1

θ1

)

≥ 0, then the following control is optimal:

– s∗ = (0, 1) if n2 > h(n1),
– s∗ = (1, 0) if n2 ≤ h(n1) and n1 > 0,
– s∗ = (ρ1, 1 − ρ1) if n2 ≤ h(0) and n1 = 0,
with h(·) the switching curve as defined in Proposition 1.

• if
(

c̃1µ1 − c̃2µ2

)

/

(

c̃2µ2

θ2
−

c̃1µ1

θ1

)

≤ 0, then the following control is optimal:

– s∗ = (0, 1) if n2 > 0,
– s∗ = (1 − ρ2, ρ2) if n2 = 0.

The proof of Proposition 1 now follows easily.

Proof of Proposition 1. We first assume that c̃2µ2/θ2 ≥ c̃1µ1/θ1 and c̃2µ2 ≥ c̃1µ1. Now assume that there is a state n such
that it is optimal to serve class 1. Since the values for the indices c̃µ/θ and c̃µ are higher for class 2, Lemma 2 implies that
class 1 should be given priority until it reaches 0. However, this is in contradiction with Lemma 1, which states that it is
optimal to give priority to class 2 close to the origin. Hence, we have proved that it is optimal to give full priority to class 2.

Now assume that c̃2µ2/θ2 ≥ c̃1µ1/θ1 and c̃2µ2 ≤ c̃1µ1. Assume there exists a state such that n1 > h2(n2) where
priority is given to class 1 (here h2 denotes the switching curve of Lemma 2 if we had assumed class 1 was prioritized). Then
Lemma 2 tells us that whenever the process reaches a point where n1 ≤ h2(n2) the priority will be switched to class 2 until
the equilibrium is reached. This, however, is in contradictionwith Lemma 1, since it tells us that class 1 should be prioritized
close to the origin. Hence, by contradiction we obtain that for states far enough from the origin, priority should be given to
class 2. By Lemma 2, first item, we then obtain the result. �

3.2. Optimal policy in overload for an arbitrary number of classes

In this section we assume again an arbitrary number of classes, i.e., K ≥ 2. To complete the analysis of Problem P we are
left with the setting ρ > 1, in which case the objective is to minimize the average cost (the latter being strictly positive).
The following proposition states an optimal control for the fluid model.

Proposition 2. Let λk, µk, θk, ck and dk be given for k ∈ {1, . . . , K}, and assume the classes are ordered such that
c̃1µ1

θ1
≥

c̃2µ2

θ2
≥ · · · ≥

c̃KµK

θK
. If ρ > 1, then an optimal solution s∗(·) for Problem P under the average cost criteria is:

s∗(t) =

(

ρ1, . . . , ρl, 1 −

l(t)
∑

i=1

ρi, 0, . . . , 0

)

,

with l(t) := min{k : nk+1(t) > 0}. That is, priority is given according to the index c̃µ/θ .

Proof. We first determine the optimal equilibrium point. An equilibrium point satisfies 0 = λk − µksk − θknk, for all k.
Hence, the optimal control (in equilibrium) that minimizes the equilibrium point is given by

argmin
s∈S

K
∑

k=1

c̃knk = argmin
s∈S

K
∑

k=1

c̃k
λk − µksk

θk
= argmin

s∈S

K
∑

k=1

−
c̃kµk

θk
sk.

This is minimized by giving the highest priority according to the c̃µ/θ rule, that is the optimal equilibrium point is given by

n∗ = (0, . . . , 0,
λj+1−µj+1(1−

∑j
i=1

ρi)

θj+1
,

λj+2

θj+2
, . . . ,

λK
θK

) and s∗ = (ρ1, . . . , ρj, 1−
∑j

i=1 ρi, 0, . . . , 0), with j such that
∑j

i=1 ρi < 1

and
∑j+1

i=1 ρi ≥ 1.
It remains to be checked that under the control s∗(·) as stated in the proposition, the fluid dynamics converge to the

optimal equilibrium point. This can be seen as follows. Let n∗(·) denote the trajectory corresponding to the control s∗(·).

Consider w∗
j (t) :=

∑j

k=1 n
∗
k(t)/µk. By definition of s∗(t) we have dw∗

j (t)/dt =
∑j

k=1 ρk − 1 −
∑j

k=1 θkn
∗
k(t)/µk <

−(1 −
∑j

k=1 ρk) when w∗
j (t) > 0. Hence, in a finite time T the process hits zero, w∗

j (T ) = 0, and stays there. From

that moment on, class j + 1 is given capacity 1 −
∑j

k=1 ρk if present. Hence, it follows directly that this converges to

the point n∗
j+1, which solves 0 = λj+1 − µj+1(1 −

∑j

k=1 ρk) − θj+1nj+1. Since for t > T we have n∗
j+1(t) > 0, classes

j+2, . . . , K do not receive any service. Hence, their dynamics is described by dn∗
i (t)/dt = λi − θin

∗
i (t), and n∗

i (t) converges
to λi/θi, i ∈ {j + 2, . . . , K}. �

We note that the c̃µ/θ rule has previously been proposed by Atar et al. in [15,17], where optimal scheduling in the
presence of abandonments was studied for the many-server setting. The rule was obtained by solving a fluid control model.
The fluid model is similar to the one of Proposition 2, but has the additional condition sk ≤ nk, which is due to the multi-
server setting.
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(a) ρ = 0.6818. (b) ρ = 0.7321.

(c) ρ = 1. (d) ρ = 1.4018.

Fig. 3. Switching curves for SM1, SM2 and the fluid control model.

3.3. Optimal control comparison of stochastic model with fluid model

In this section, we compare the switching curve that we obtained for the fluid model with the optimal solution for the
stochastic models SM1 and SM2 obtained numerically by value iteration. In Fig. 3 wemake this comparison for different sets
of parameters. Note that the optimal stochastic switching curve of SM1 is always below the switching curve of SM2. This is
due to the fact that allowing customers to abandon while being served, as in SM1, makes the effect of abandonments more
significant.

We consider the underload case ρ < 1 in Fig. 3(a) and (b), the critical regime ρ = 1 in Fig. 3(c) and the overload setting
ρ > 1 in Fig. 3(d). Moreover, we note that Fig. 3(b)–(d) correspond to the parameters of Example 1 in Section 5.

In Fig. 3(a)–(b) the parameters are such that c̃1µ1 ≥ c̃2µ2 and c̃1µ1/θ1 ≤ c̃2µ2/θ2, hence the optimal fluid solution is
characterized by a switching curve and priority is given to class 2 above the curve and to class 1 below the curve.We observe
that the fluid optimal switching curve approximates the stochastic optimal switching curve very well, except for a constant
that apparently disappears after the fluid scaling.

In Fig. 3(c)–(d) the optimal stochastic policy is characterized by a switching curve where class 2 is served in states above
the curve and class 1 in states below the curve. The optimal control in the fluid model is however to give strict priority
to class 2 (in the case ρ > 1), since c̃1µ1/θ1 ≤ c̃2µ2/θ2. For Fig. 3(c) the average number of customers in the system

SM1 under the optimal policy is (N1,N2) = (0.7796, 4.1194) which lies below the switching curve. Hence, the stochastic
optimal policy will give most of the time priority to class 1. The optimal fluid control does not capture this property since
the fluid switching curve h(·) vanishes for ρ = 1. In Example 1 of Section 5 we will see that the suboptimality gap when
applying the optimal fluid control to the stochastic model is around 30%. In the case ρ > 1 is large enough, our index
policy turns out to work well, see the numerical Section 5. This is explained by the fact that the process is living above the
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Fig. 4. An example of the heuristics for the case K = 3 when c̃1µ1 ≥ c̃2µ2 ≥ c̃3µ3 and c̃3µ3/θ3 ≥ c̃1µ1/θ1 ≥ c̃2µ2/θ2 .

switching curve. For example, for the parameters as chosen in Fig. 3(d), the average number of customers in the system SM1
is (N1,N2) = (3.0088, 3.4849) which lies above the switching curve. Hence, the stochastic optimal policy will give most
of the time priority to class 2, which coincides with the optimal fluid control. In Example 1 of Section 5 we will see that the
suboptimality gap when applying the optimal fluid control to the stochastic model is small.

In Section 4 we discuss how to translate the fluid optimal solution to the stochastic setting. In Section 5 we will
numerically evaluate the performance of the heuristic when applied to the stochastic model. In fact, we will observe good
performance. However, we do not have any result on the suboptimality gap. In the literature, asymptotic fluid optimality
results have been obtained for various dynamic scheduling problems in queueing models, see for example [26–30]. More
precisely, it is shown that when employing the optimal control resulting from the fluid model to the stochastic model, the
fluid-scaled cost converges to the optimal cost of the fluid control model, the latter being in fact a provable lower bound on
the stochastic cost. In this particularmodel the fluidmodel is presented as an approximation, there is no certainty that when
applying the optimal fluid control in the stochastic model, this will be asymptotically optimal. We do believe though that
when scaling λk’s, µk’s, the scaled queue length processes (when scaling space) behave according to the fluid dynamics. We
note here that [15,17] show in fact that the c̃µ/θ rule is asymptotically fluid optimal in a multi-server setting and assuming
overload. Due to the multi-server setting, the authors of [15,17] need a different limiting regime: the arrival rates and the
number of servers are scaled, while the service rate of each server is kept fixed to µ. We do expect though, in the case of
overload, that a similar proof technique can be applied to our model.

4. Heuristics for an arbitrary number of classes

In this section, we will propose a heuristic for the stochastic optimization model with abandonments. This heuristic is
based on the insights we obtained from the fluid control model.

We first consider the overload setting. In that case, the optimal fluid policy is to give priority according to the c̃µ/θ-rule.
In Section 5 we will evaluate this policy when employed in the stochastic model (in overload).

We now consider the case of underload. Recall that in Proposition 1 we have seen that the optimal fluid control has
a remarkable structure in the case of two classes: close to the origin the c̃µ-rule is optimal, and when one of the fluids is
sufficiently large the c̃µ/θ-rule is optimal.We observe the same structural property in the optimal solution for the stochastic
control problemobtainednumerically, see Section 3.3 and Fig. 5 (left). Our approach is thus to develop aheuristic that follows
this insight, that is, close to the origin it will behave according to the c̃µ-rule, and when the number of users in one of the
classes is sufficiently large it will follow the c̃µ/θ-rule. It is not clear what should be the best choice for the threshold to
decide whether the c̃µ rule or the c̃µ/θ rule should be applied.

We propose the following heuristic, which is based on the two-class fluid analysis: for a general K -class queue we
compare all classes pairwise and calculate the switching curves of the paired systems, see for example Fig. 4 where
c̃1µ1 ≥ c̃2µ2 ≥ c̃3µ3 and c̃3µ3/θ3 ≥ c̃1µ1/θ1 ≥ c̃2µ2/θ2. Then, whenever the state (N1,N2, . . . ,Nk) satisfies that all
pairs (Ni,Nj) lie under their corresponding switching curves, we give priority to the class with the highest value for c̃µ.
However, if there is at least one state (Ni,Nj) that lies above its corresponding switching curve, we will give priority to the
class with the highest value for c̃µ/θ . For example, for the parameters of Fig. 4 we will give priority to class 1 when both
states (N2,N3) and (N1,N3) lie below their corresponding switching curves and otherwise priority is given to class 3.When-
ever the queue of one class is empty we analyze the system in the same way but only take into account the K − 1 queues
that are non-empty. For a better understanding we give a pseudo-code of the heuristic rule in Algorithm 1.

We propose an example with K = 3 to illustrate the heuristic we have just defined and to compare it to the optimal
policy (obtained numerically by Value Iteration [33]). Let us consider the following set of parameters µ = [10, 10, 9]; θ =
[1, 0.5, 0.25]; c = [1.7, 1.7, 1.7]; d = [2, 2, 4]; λ = [2, 2, 1]. Hence, c̃1µ1 ≥ c̃2µ2 ≥ c̃3µ3 and c̃1µ1/θ1 ≤ c̃2µ2/θ2 ≤
c̃3µ3/θ3. Under our heuristic, class 1 will be served when all three classes are close enough to the origin, according to the
c̃µ rule, and class 3 will be served otherwise, according to the c̃µ/θ rule. Class 2 will be served in the following two cases:
(i) when class 1 is empty and (N2,N3) is sufficiently close to the origin (follows from the c̃µ rule) and (ii) when class 3 is
empty and (N1,N2) is sufficiently far from the origin (follows from the c̃µ/θ rule). In Fig. 5 we plot the actions under the
optimal scheduling rule (calculated by Value Iteration) (left) and under our heuristic (right). We observe that the heuristic
rule shows a qualitatively similar structure to the optimal solution. In Section 5.2 we will present a numerical comparison
of its performance.
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Algorithm 1 Algorithm to compute heuristic scheduling rule for an arbitrary K

Assume r queues are non empty.
Let Ni be the state of class i ∈ {1, . . . , r}.
Compute the indices c̃µ and c̃µ/θ for i ∈ {1, . . . , r}.
Given a pair of classes i and j, such that c̃iµi/θi ≥ c̃jµj/θj, compute the switching curve hij as given by Equation (3.1).
if for all i, j,Ni ≤ hij(Nj) then

Give priority to the class with highest index c̃µ
else

Give priority to the class with highest index c̃µ/θ
end if

Fig. 5. Optimal policy and heuristic for a 3-class single server example for SM2. Circles indicate that class 1 is served, pluses that class 2 is served and

absence of a sign corresponds to class 3 being served.

5. Numerical results

In this section we simulate the stochastic model and evaluate numerically the performance of the heuristic described in
Algorithm 1. We compare the performance of our heuristic rule against the optimal policy. The latter is calculated using the
Value Iteration algorithm [33]. We also simulate the following index policies available in the literature:

• the c̃µ/θ-rule. This rule was introduced in [15,17] where it was proved to be asymptotically fluid optimal for a multi-
server system in overload. As shown in Proposition 2 this rule is also optimal for our fluid model in overload.

• the c̃µ/θ − c-rule. This rule was derived in [18] for the system SM2 (without arrivals) with the modification that the
user in service also contributes to the cost.

• the c̃µ-rule. This is the greedy ormyopic rule thatminimizes the instantaneous cost. This rule can be seen as a counterpart
of the well-known cµ-rule [21] for the system with abandonments.

Before we start describing in detail the results, we provide below our main conclusions:

• the qualitative performance in the SM1 and SM2 systems are very similar.
• the c̃µ/θ and the c̃µ/θ − c-rules perform very well in overload.
• our heuristic (as proposed in Algorithm 1) performs very well across all loads.

For the sake of fairness we can mention that even though the index rules c̃µ/θ and c̃µ perform worse than the heuristic
rule, they are simpler to implement since they are state independent.

We now present the scenarios we have simulated. In Section 5.1 we consider the case K = 2 and in Section 5.2 the case
K = 3.

5.1. Performance analysis for K = 2

We consider the two models SM1 and SM2, and we calculate the relative suboptimality gap for the policies described
above. In Example 1 and 2 we fix the parameters c, d, µ and θ and set ρ1 = ρ2 and vary the total workload ρ. In Example 3
we fix ρ and vary the value of θ1.

• Example 1: in this first example we set θ = [2, 0.05]; µ = [14, 16]; c = [1, 1]; d = [4, 0.3], such that c̃1µ1 ≥ c̃2µ2 and
c̃2µ2/θ2 ≥ c̃1µ1/θ1. The results for this example are depicted in Fig. 6.
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(a) Relative suboptimality gap for SM1. (b) Relative suboptimality gap for SM2.

Fig. 6. Performance comparison of policies for Example 1.

In underload the heuristic and the c̃µ-rule behave optimally, while the c̃µ/θ and c̃µ/θ − c-rules behave very poorly. In
Fig. 3(b) we plotted the switching curves corresponding to the load ρ = 0.73. In fact, the average number of users (in the
SM1 system with ρ = 0.73) is given by (N1,N2) = (0.4047, 1.5092) which is a state far below both the SM1 switching
curve and the fluid switching curve. This shows why both our heuristic and the c̃µ-rule (this is the control below the
switching curve) behave close to optimal.

In the overload case though, the c̃µ-rule incurs a high relative suboptimality gap while our heuristic and the c̃µ/θ and
c̃µ/θ − c-rules are close to optimal. The latter conforms with what we expected as described in Section 3.3.

We observe that when the load is close to the critical regime ρ = 1 the suboptimality gap is around 30%. Our heuristic
will give priority to class 2 in the case ρ > 1 and has a switching curve very close to the origin in the case ρ = 1 − ǫ.
In Fig. 3(c), which corresponds to the current example, we see that the optimal policy for the stochastic optimization
problem is described by a switching curve for ρ = 1. Hence, when we are in a state below the switching curve, class 1
will be given priority. The process when ρ = 1 lives on average close to the stochastic switching curve, therefore, our
policy can be far from optimal, as discussed in Section 3.3.

• Example 2: in this second example we set θ = [1, 0.5]; µ = [15, 25]; c = [0, 0]; d = [5, 3.2], so that c̃1µ1 ≥ c̃2µ2

and c̃2µ2/θ2 ≥ c̃1µ1/θ1. As explained in Remark 3, setting c1 = c2 = 0 gives a different interpretation of the model:
customers will abandon the system when a certain deadline is met before they have attained full service. In this case
the c̃µ/θ, c̃µ/θ − c and the c̃µ rules reduce to the dµ, dµ, and dθµ rules, respectively. We observe that the index dµ
does not perform well in underload but is close to optimal in overload. The opposite holds for the dθµ rule. Our policy is
optimal in underload and as good as the dµ index in overload, see Fig. 7.

In Fig. 8 we plotted the optimal switching curves for the stochastic models SM1 and SM2 (obtained by value iteration), as
well as the optimal fluid switching curve h(·). Fig. 8(a) corresponds to load ρ = 0.8867. In that case, the average number
of customers is given by (N1,N2) = (0.6859, 2.6963), which is a state far below all switching curves. Hence, this shows
why our heuristic and the c̃µ-rule perform close to optimal. On the other hand, when ρ = 1, Fig. 8(b), the optimal control
in the fluid model is to serve class 2, so there is no switching curve. Under the optimal policy for the stochastic model,
the average number of customers is given by (N1,N2) = (0.763, 4.2703). This is a state far below the switching curves
of the stochastic model. Hence, most of the time priority is given to class 1 under the optimal policy. This explains why
our heuristic gives a positive optimality gap of 16%. However, as the load of the system increases (ρ > 1) the process
will live more above the optimal switching curve for the stochastic model. See for example Fig. 8(c) for load ρ = 1.52 for
which the average number of customers under the optimal policy is given by (N1,N2) = (6.8054, 3.7244). This explains
why our heuristic, which gives priority to class 2, has a suboptimality gap very close to 0%.

Remark 4 (Peak When Workload Close to 1). We observe in Examples 1 and 2 that when the workload is close to 1 a peak
appears in the suboptimality gap for the heuristic rule. This can be explained by the following. In the proof of Lemma 2, see
Appendix, we observe a switching curve whenever

h(0) = (1 − ρ1 − ρ2)
µ2

θ1θ2

(

c̃1µ1 − c̃2µ2

c̃2µ2

θ2
−

c̃1µ1

θ1

)

> 0.
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(a) Relative suboptimality gap for SM1. (b) Relative suboptimality gap for SM2.

Fig. 7. Performance comparison of policies for Example 2.

(a) ρ = 0.8867. (b) ρ = 1. (c) ρ = 1.52.

Fig. 8. Comparison of switching curves for Example 2.

Therefore, as 1 − ρ1 − ρ2 → 0 the switching curve vanishes, that is, the heuristic becomes equivalent to the c̃µ/θ-rule.
However, around ρ = 1 the optimal stochastic control still follows the c̃µ-rule in a non-negligible part of the state space,
see for instance Fig. 8(b).

• Example 3: we consider the following parameters: θ2 = 0.1; µ = [8, 8]; λ = [2.8, 2.8]; c = [1, 1]; d = [0.5, 2], and we
let θ1 vary. Hence, ρ = 0.7, i.e., we are in underload. The results are plotted in Fig. 9.
When θ1 ∈ [0, 0.4], we have c̃2µ2/θ2 ≥ c̃1µ1/θ1 and c̃2µ2 ≥ c̃1µ1, in which case the heuristic gives priority to class
2, as do all the index policies. On the other hand, when θ1 ∈ (0.4, 4], then c̃2µ2/θ2 ≥ c̃1µ1/θ1 and c̃1µ1 ≥ c̃2µ2 and a
switching curve does appear in the heuristic. For the cases where no switching curve appears (θ1 ∈ [0, 0.4]), all the index
rules are optimal, but as soon as a switching curve emerges in the heuristic the c̃µ rule gives a positive suboptimality

gap. The reason why the c̃µ-rule performs bad in this particular case is that as soon as the ratio
c̃1µ1−c̃2µ2

c̃2µ2/θ2−c̃1µ1/θ1
becomes

small, the switching curve gets close to zero and hence the c̃µ/θ rule becomes optimal.

5.2. Performance analysis for K > 2

We analyze the relative performance of the heuristic as explained in Section 4. Here we take the same example that
was introduced in Section 4 with parameters µ = [10, 10, 9]; θ = [1, 0.5, 0.25]; c = [1.7, 1.7, 1.7]; d = [2, 2, 4]. Let
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(a) Relative suboptimality gap for SM1. (b) Relative suboptimality gap for SM2.

Fig. 9. Performance comparison of policies for Example 3, with load ρ = 0.7.

(a) Relative suboptimality gap for SM1. (b) Relative suboptimality gap for SM2.

Fig. 10. Performance comparison of policies for K = 3.

λi = λβi, i = 1, 2, 3, denote the arrival rate of class-i jobs, where λ denotes the total arrival rate and βi is the fraction of
class-i customers. We choose βi, i = 1, 2, 3, in such a way that ρ1 = ρ2 = ρ3. We vary the value of λ to change the total
load in the system and we compute the relative suboptimality gap of all the policies, including the heuristic. The results are
depicted in Fig. 10. We observe that our policy is optimal together with the c̃µ rule for very low loads but at some point, as
the workload ρ increases, the c̃µ-rule starts performing increasingly worse. On the other hand, the c̃µ/θ and the c̃µ/θ − c

rules become optimal when the load becomes larger than 1. Our heuristic keeps a low suboptimality gap throughout.

6. Conclusions

In this paper, we have proposed a fluid model to obtain an approximative optimal control for a multi-class single server
queue with abandonments. Using Pontryagin’s Maximum Principle we have completely characterized the fluid optimal
control in the case of two classes, which provides very valuable insights into the solution of the stochastic problem for an
arbitrary number of classes: close to the origin the optimal control behaves according to the c̃µ-rule and far from the origin
according to the c̃µ/θ-rule. We then proposed a heuristic for the stochastic model for an arbitrary number of classes that
follows this structure, and with numerical experiments we have shown that it performs very well.

There are several interesting research avenues that are worthwhile pursuing. An interesting problem is to establish the
existence of a switch curve in the optimal policy of the stochastic problem. Another interesting open problem would be to
show that the fluid-based heuristic is asymptotically optimal for the stochastic problem.
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Appendix

In this section we present the proofs of Lemmas 1 and 2, which were used in order to prove Proposition 1. In addition,
we give the statement of Pontryagin’s Maximum Principle.

Proof of Lemma 1. Lemma 1 states which class is optimal to serve close to the origin. We calculate the cost function when
starting in a point very close to the origin (n1(0), n2(0)) = (ε, ε) when priority is given to class 1. We do the same for
the case when priority is given instead to class 2. When comparing both cost functions, we get the condition under which
prioritizing class 1 gives lower cost than prioritizing class 2. We note that, it is sufficient to compare the above described
two policies: since the control appears linearly, we can assume that under the optimal policy full priority will be given to
one class as long as we start close enough to the origin, see [34].

We first consider the control that gives full priority to class 1. When class 1 hits zero, ρ1 is given to class 1 and 1 − ρ1 to
class 2, until the equilibrium (0, 0) is reached. The cost under this policy, starting in state (n1(0), n2(0)) = (ε, ε), is

C1(t, n) :=

∫ T

0

c̃1n1(t) + c̃2n2(t)dt.

In order to compute the trajectories n1(t) and n2(t), we will split up the time into two time intervals, [0, t1] and [t1, t2],
where t1 is the moment when class 1 hits zero and t2 when class 2 hits zero. After some algebra, we obtain that for the
interval [0, t1] the trajectories are as follows:















n1(t) =

(

ε +
µ1 − λ1

θ1

)

e−θ1t +
λ1 − µ1

θ1
= −θ1t

(

ε +
µ1 − λ1

θ1

)

+ ε + o(ε) t ∈ [0, t1],

n2(t) =

(

ε −
λ2

θ2

)

e−θ2t +
λ2

θ2
= θ2t

(

λ2

θ2
− ε

)

+ ε + o(ε) t ∈ [0, t1].

We used here that t2 ≤
n1(0)/µ1+n2(0)/µ2

1−ρ
= O(ε),3 hence e−θ1t = −θ1t + 1 + o(ε), for t ≤ t2. (Here o(ε) = g(ε) for g(·)

a function that satisfies limε→0 g(ε)/ε = 0.) We note that since ε is chosen small enough, n2(t) > 0 for all t < t1. Time t1
being the moment at which class 1 empties, we obtain

t1 =
ε

θ1

(

ε +
µ1−λ1

θ1

) =
ε

µ1 − λ1

+ o(ε),

therefore

n2(t1) =
λ2

θ2

εθ2

µ1 − λ1

+ ε + o(ε). (A.1)

Recall that t2 is the time at which class 2 is emptied. In the interval [t1, t2] class 1 receives service ρ1 and class 2 service
1 − ρ1. Hence, after some algebra we obtain that







n1(t) = 0, t ∈ [t1, t2],

n2(t) = A′
2e

−θ2t +
λ2 − µ2(1 − ρ1)

θ2
= A′

2 (−θ2t + 1) +
λ2 − µ2(1 − ρ1)

θ2
+ o(ε), t ∈ [t1, t2],

where A′
2 is the constant of integration. Here we used that t = O(ε), hence e−θ2t = −θ2t + 1 + o(ε). Moreover, from (A.1)

we obtain

A′
2 =

−
λ2
θ2

(

−εθ2
µ1−λ1

)

+ ε +
µ2(1−ρ1)−λ2

θ2

1 −
θ2ε

µ1−λ1

+ o(ε),

3 This follows from the fact that the workload w(t) := n1(t)/µ1 + n2(t)/µ2 has a negative drift smaller than or equal to ρ − 1, see the footnote in

Section 3.
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hence, we have

n2(t) =
(λ2θ2 + θ2(µ1 − λ1))ε + (µ2(1 − ρ1) − λ2)(µ1 − λ1)

−θ2
2 ε + (µ1 − λ1)θ2

(−θ2t + 1) +
λ2 − µ2(1 − ρ1)

θ2
+ o(ε),

=
(λ2θ2 + θ2(µ1 − λ1))ε + (µ2(1 − ρ1) − λ2)(µ1 − λ1)

−θ2
2 ε + (µ1 − λ1)θ2

(−θ2t)

+
(µ1 − λ1 + µ2(1 − ρ1))ε

−θ2ε + µ1 − λ1

+ o(ε), t ∈ [t1, t2],

and from n2(t2) = 0 we obtain

t2 =
(µ1 − λ1 + µ2(1 − ρ1))ε

−θ2
2 ε2 + (λ2θ2 + θ2(µ1 − λ1))ε + (µ2(1 − ρ1) − λ2)(µ1 − λ1)

+ o(ε)

=
(µ1 − λ1 + µ2(1 − ρ1))ε

(µ2(1 − ρ1) − λ2)(µ1 − λ1)
+ o(ε).

We can now compute the cost function:

C1(t, (ε, ε)) =

∫ t1

0

c̃1

((

ε +
µ1 − λ1

θ1

)

(−θ1t) + ε

)

+ c̃2

((

ε −
λ2

θ2

)

(−θ2t) + ε

)

dt

+

∫ t2

t1

c̃2

(

(λ2θ2 + θ2(µ1 − λ1))ε + (µ2(1 − ρ1) − λ2)(µ1 − λ1)

−θ2
2 ε + (µ1 − λ1)θ2

(−θ2t)

)

dt

+

∫ t2

t1

c̃2

(

(µ1 − λ1 + µ2(1 − ρ1))ε

−θ2ε + µ1 − λ1

)

dt + o(ε2)

= ε2

(

c̃1

2(µ1 − λ1)
+ c̃2

2(µ1 − λ1) + λ2

2(µ1 − λ1)2

)

− c̃2
(λ2θ2 + θ2(µ1 − λ1))ε + (µ2(1 − ρ1) − λ2)(µ1 − λ1)

2(−θ2ε + (µ1 − λ1))

(

(t2)
2 − (t1)

2
)

+ c̃2

(

(µ1 − λ1 + µ2(1 − ρ1))ε

−θ2ε + µ1 − λ1

)

(t2 − t1) + o(ε2),

where

(t2)
2 − (t1)

2 =
(b1ε

2 + b2ε)
2

(−b21ε
2 + b3ε + b4)2

− ε2b25 + o(ε2) =
b22ε

2

b24
− ε2b25 + o(ε2),

t2 − t1 =
b1ε

2 + b2ε

b4
− b5ε + o(ε) =

(

b2

b4
− b5

)

ε + o(ε2) + o(ε),

with

b1 = −θ2, b2 = µ1 − λ1 + µ2(1 − ρ1),

b3 = λ2θ2 + θ2(µ1 − λ1), b4 = (µ2(1 − ρ1) − λ2)(µ1 − λ1), b5 =
1

µ1 − λ1

.

After some calculations, we then obtain

C1(t, (ε, ε)) = c̃1ε
2

(

1

2(µ1 − λ1)

)

+ c̃2ε
2

(

2(µ1 − λ1) + λ2

2(µ1 − λ1)2
+

(µ1 − λ1 + λ2)
2

2(µ2(1 − ρ1) − λ2)(µ1 − λ1)2

)

+ o(ε2).

By symmetry, the cost when instead class 2 is given priority is given by

C2(t, (ε, ε)) = c̃2ε
2

(

1

2(µ2 − λ2)

)

+ c̃1ε
2

(

2(µ2 − λ2) + λ1

2(µ2 − λ2)2
+

(µ2 − λ2 + λ1)
2

2(µ1(1 − ρ2) − λ1)(µ2 − λ2)2

)

+ o(ε2).

It can now be checked that C1(t, (ε, ε)) ≤ C2(t, (ε, ε)) if and only if c̃1µ1 ≥ c̃2µ2, (given that we are in underload (ρ < 1)),
which proves the result. �

We now present the proof of Lemma 2. We will make use of Pontryagin’s Maximum Principle and we will therefore first
present the statement of the theorem adapted to our problem formulation.
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Theorem 1. Necessary conditions for an optimal control of problem P (for ρ ≤ 1) are given by the Pontryagin
′
s Maximum

Principle [22, Theorem 3.26]: let s∗(·) be an optimal control, piecewise continuous, and let n∗(·) be the associated optimal

trajectory. Let T be the optimal final time subject to optimization, i.e., T is such that n∗(T ) = 0. Then, there exists a continuous

function γ ∗(t) = (γ ∗
1 (t), . . . , γ ∗

K (t)) 6= (0, . . . , 0) with piecewise continuous derivatives that for all t ∈ [0, T ] satisfies,

1.

γ̇ ∗
k = −

∂H(n∗, s∗, γ ∗, t)

∂nk

∀k ∈ {1, . . . , K}, (A.2)

in all the continuity points of s∗(t) where H is the Hamiltonian of the system given by,

H(n(t), s(t), γ (t), t) =

K
∑

k=1

c̃knk(t) + γ T(t)







λ1 − µ1s1(t) − θ1n1(t)
...

λK − µK sK (t) − θKnK (t)






, (A.3)

2.

s∗(t) = argmin
s∈S

H(n∗(t), s, γ ∗(t), t), (A.4)

3.

ṅ∗
k(t) = λk − µks

∗
k(t) − θkn

∗
k(t) (A.5)

in all the continuity points of s∗(t), with n∗(0) = n0, n
∗(T ) = 0,

4. and the transversality condition

H(n∗(t), s∗(t), γ ∗(t), t) = 0, ∀t ∈ [0, T ]. (A.6)

Proof of Lemma 2. We assumed that ρ1 + ρ2 < 1 and as explained in Section 3 under any non-idling control the optimal

final time is finite. We first solve for Eq. (A.2), which gives us γ ∗
k (t) = C ′

ke
θkt +

c̃k
θk

where C ′
k are constants of integration.

Hence, Eq. (A.4) is equivalent to solving

argmin
s∈S

2
∑

k=1

−µk

(

C ′
ke

θkt +
c̃k

θk

)

sk. (A.7)

Hence, under the optimal control the class with higher value for µk

(

C ′
ke

θkt +
c̃k
θk

)

value will be prioritized. Without loss of

generality, we have assumed that for the given initial conditions n(0) priority is given to class 2 when t = 0. To determine
whether there is a switch in priorities we study the following switching function:

φ(t) := µ1

(

C ′
1e

θ1t +
c̃1

θ1

)

− µ2

(

C ′
2e

θ2t +
c̃2

θ2

)

.

Hence, at time t , if φ(t) < 0, then it is optimal to prioritize class 2 and if φ(t) > 0, then it is optimal to prioritize class 1.
Recall that we assumed it to be optimal to serve class 2 at time 0, so that φ(0) < 0. Note that, this function can at most have
one zero. Hence, two things can happen:

1. ∃ t ∈ [0, T ], s.t φ(t) = 0. We denote this time by t1, i.e., φ(t1) = 0. Hence, the optimal action in the interval [0, t1] is to
prioritize class 2, and the optimal action in the interval [t1, T ] is to prioritize class 1.

2. ∄ t ∈ [0, T ] s.t φ(t) = 0. Hence, the optimal action is to prioritize class 2 for all t ∈ [0, T ].

Hence, it remains to be derived under which conditions a switch can occur, and in which state (n1, n2) this happens. For
the ease of notation we assume t1 = 0, so the state (n1(0), n2(0)) = (n10, n20) is a point on the switching curve. We further
define t2 as the moment at which the amount of fluid in class 1 empties and t3 as the time at which the equilibrium (0, 0)
is reached. Hence, s∗(t) = (0, 1) for t = 0, s∗(t) = (1, 0) for t ∈ (0, t2], s

∗(t) = (ρ1, 1 − ρ1) for t ∈ (t2, t3].

Wewill now study the switching function, which fully characterizes which class is given priority. Note that the constants
C ′
1, C

′
2, which appear in the switching function φ(t), are still to be determined. In order to obtain C ′

1, C
′
2, we will apply the

transversality conditions of the Pontryagin’s Maximum Principle in Eq. (A.6).

If t = t1 = 0, then s∗2(t) = 1 and s∗1(t) = 0. Using that γ ∗
k (t) = C ′

ke
θkt + c̃k/θk, we obtain that the Hamiltonian for

t = t1 = 0 is given by

H(n∗(t), s∗(t), γ ∗(t), t) = c̃1
λ1

θ1
− C ′

1θ1

(

n10 −
λ1

θ1

)

+ c̃2

(

λ2 − µ2

θ2

)

− θ2C
′
2

(

n20 +
µ2 − λ2

θ2

)

. (A.8)
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If t ∈ (0, t2], then s∗1(t) = 1 and s∗2(t) = 0. Hence,

n∗
1(t) =

(

n10 +
µ1 − λ1

θ1

)

e−θ1t +
λ1 − µ1

θ1
, n∗

2(t) =

(

n20 −
λ2

θ2

)

e−θ2t +
λ2

θ2
,

so that for t ∈ (0, t2] we have

H(n∗(t), s∗(t), γ ∗(t), t) = c̃1

((

n10 +
µ1 − λ1

θ1

)

e−θ1t +
λ1 − µ1

θ1

)

+ c̃2

((

n20 −
λ2

θ2

)

e−θ2t +
λ2

θ2

)

+

(

C ′
1e

θ1t +
c̃1

θ1

)(

λ1 − µ1 − θ1

((

n10 +
µ1 − λ1

θ1

)

e−θ1t +
λ1 − µ1

θ1

))

+

(

C ′
2e

θ2t +
c̃2

θ2

)(

λ2 − θ2

((

n20 −
λ2

θ2

)

e−θ2t +
λ2

θ2

))

= c̃1

(

λ1 − µ1

θ1

)

+ c̃2
λ2

θ2
− θ1C

′
1

(

n10 +
µ1 − λ1

θ1

)

− θ2C
′
2

(

n20 −
λ2

θ2

)

. (A.9)

Setting (A.8) and (A.9) equal to 0, we obtain the following expressions:

C ′
1 =

c̃1

(

λ1−µ1

θ1

)

+ c̃2
λ2
θ2

− θ2C
′
2

(

n20 −
λ2
θ2

)

θ1

(

n10 +
µ1−λ1

θ1

) ,

C ′
2 =

(

n10 −
λ1
θ1

) (

c̃1
µ1

θ1
− c̃2

µ2

θ2

)

+
(

c̃1
λ1
θ1

+ c̃2
(λ2−µ2)

θ2

)

µ1

θ1

θ2

(

n20 +
µ2−λ2

θ2

)

µ1

θ1
+ µ2

(

n10 −
λ1
θ1

) . (A.10)

If t ∈ (t2, t3], then s∗1(t) = ρ1 and s∗2(t) = 1 − ρ1. Hence,

n∗
1(t) = 0,

n∗
2(t) =



n20 −
λ2

θ2
+

µ2µ1 − λ1µ2

µ1θ2

(

µ1 − λ1

n10θ1 − λ1 + µ1

)−
θ2
θ1



 e−θ2t −

(

µ2µ1 − λ1µ2 − λ2µ1

µ1θ2

)

,

so that for t ∈ (t2, t3] we have

H(n∗(t), s∗(t), γ ∗(t), t) = c̃2n
∗
2(t) +

(

C ′
2e

θ2t +
c̃2

θ2

)(

λ2 − µ2

(

1 −
λ1

µ1

)

− θ2n
∗
2(t)

)

= −
c̃2µ2

θ2
(1 − ρ1 − ρ2) − θ2C

′
2

×



n20 −
λ2

θ2
+

µ2µ1 − λ1µ2

µ1θ2

(

µ1 − λ1

n10 − λ1 + µ1

)−
θ2
θ1



 . (A.11)

Setting Eq. (A.11) equal to 0, and using Eq. (A.10), we obtain that a state on the switching curve satisfies the following
relation:

n20 =
a1n10 + a2 + (a3n10 − a2)

(

θ1n10+µ1−λ1
µ1−λ1

)

θ2
θ1

a4n10

+
λ2

θ2
, (A.12)

where

a1 = c̃2
µ2

θ2
(1 − ρ1 − ρ2) ; a2 = a1

µ1

θ1
(1 − ρ1);

a3 =

(

c̃1
µ1

θ1
− c̃2

µ2

θ2

)

(1 − ρ1); a4 = −

(

c̃1
µ1

θ1
− c̃2

µ2

θ2

)

θ2

µ2

.

A switch will only appear if (n10, n20) is positive. Since Eq. (A.12) is decreasing in n10, this is equivalent to Eq. (A.12) to be
positive in the point n10 = 0. Using l’Hopital we obtain

n20

n10→0
−−−−−→

a1

a4
+

λ2

θ2
+

a3

a4
−

a2θ2

a4µ1(1 − ρ1)
= (1 − ρ1 − ρ2)

µ2

θ1θ2

(

c̃1µ1 − c̃2µ2

c̃2µ2

θ2
−

c̃1µ1

θ1

)

.
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Since we assumed that the system is in under-load (ρ1 + ρ2 < 1), we have

(1 − ρ1 − ρ2)
µ2

θ1θ2

(

c̃1µ1 − c̃2µ2

c̃2µ2

θ2
−

c̃1µ1

θ1

)

≥ 0 ⇐⇒

{

c̃2µ2/θ2 > c̃1µ1/θ1 and c̃1µ1 ≥ c̃2µ2,
c̃1µ1/θ1 > c̃2µ2/θ2 and c̃2µ2 ≥ c̃1µ1.

Therefore, the condition so that a switch of priority occurs is that the c̃µ and the c̃µ/θ have the opposite ordering. This
proves the result. �
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