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Abstract

A better understanding of turbulent unsteady flows is a necessary step towards a breakthrough in the design of modern gas turbine components. With the increase in computing power, LES emerges as a promising method to improve both knowledge of complex physics and reliability of flow solver predictions. However, there is still a lack of evidences in the literature that LES is applicable for turbomachinery at conditions relevant to industrial applications. In that context, the objective of the present work is to investigate the capability of LES to predict the turbulent flow in a stage of an axial compressor and compare the results with unsteady RANS data and experiments. The compressor operates at industrial relevant conditions, with Mach and Reynolds numbers equal to $M = 0.5$ and $Re = 7 \times 10^5$, respectively. This paper presents the numerical method and a comparison of URANS and LES results to experimental data. A particular care is brought to estimate the results sensitivity to grid refinement (LES) and to turbulence and transition
modelling (URANS). The comparison to experiments shows that LES better predicts time-dependent quantities than URANS, especially close to the casing. However, both URANS and LES fail to accurately estimate the compressor performance (efficiency and pressure ratio).

*Keywords:* Large-Eddy Simulation, unsteady RANS, compressor stage
### Nomenclature

<table>
<thead>
<tr>
<th>Latin</th>
<th>Greek, symbols and acronyms</th>
</tr>
</thead>
<tbody>
<tr>
<td>$C$ : Blade chord</td>
<td>$\delta$ : Boundary layer thickness</td>
</tr>
<tr>
<td>$h$ : Radial height</td>
<td>$\eta$ : Efficiency</td>
</tr>
<tr>
<td>$H$ : Compressor vein height</td>
<td>$\eta_K$ : Kolmogorov length scale</td>
</tr>
<tr>
<td>$k$ : Turbulent kinetic energy</td>
<td>$\epsilon$ : Dissipation</td>
</tr>
<tr>
<td>$M$ : Mach number</td>
<td>$\tau$ : Stress tensor</td>
</tr>
<tr>
<td>$M_{0,1,2}$ : Type of grid (see Table 2)</td>
<td>$\pi$ : Total-to-total pressure ratio</td>
</tr>
<tr>
<td>$n$ : Normal to the wall component</td>
<td>$\nu$ : Kinematic viscosity</td>
</tr>
<tr>
<td>$p$ : Pressure</td>
<td>$\theta$ : Azimuthal direction, momentum thickness</td>
</tr>
<tr>
<td>$Q$ : Mass flow</td>
<td>$\omega$ : Compressor rotation speed</td>
</tr>
<tr>
<td>$r$ : Radial component/direction</td>
<td>$.SGS$ : Sub-grid scale</td>
</tr>
<tr>
<td>$Re$ : Reynolds number</td>
<td>$.0$ : Inlet value</td>
</tr>
<tr>
<td>$s$ : Streamwise component</td>
<td>$.2$ : Outlet value</td>
</tr>
<tr>
<td>$S$ : Curvilinear abscissa or entropy</td>
<td>$.^+$ : Normalized value at the wall</td>
</tr>
<tr>
<td>$S_{ij}$ : Strain rate tensor</td>
<td>$.\tilde{}$ : Resolved field</td>
</tr>
<tr>
<td>$T$ : Temperature</td>
<td>BPF: Blade Passing Frequency</td>
</tr>
<tr>
<td>$Tu$ : Turbulent intensity ($\sqrt{\frac{W_i'^2}{|W|}}$)</td>
<td>LES: Large-Eddy Simulation</td>
</tr>
<tr>
<td>$W$ : Velocity component (relative frame)</td>
<td>RANS: Reynolds Averaged Navier-Stokes</td>
</tr>
<tr>
<td>$x$ : Axial direction</td>
<td>RMS: Root Mean Square quantity</td>
</tr>
</tbody>
</table>
INTRODUCTION

The design of efficient gas turbines requires a better prediction of the components performance and understanding of unsteady flows. Among all components, the compressor remains a critical part of a gas turbine, especially regarding its efficiency and stability. Due to the adverse pressure gradient, the flow in this component is unstable by nature and complex flow instabilities such as surge or rotating stall can occur [10], potentially leading to mechanical failure. In that context, maximizing the efficiency of compressors is particularly complex. First, overall performance is largely impacted by the matching conditions between the successive rotor and stator rows ("time-averaged" flow effects). For instance, rotor tip clearance variations and end-wall flows affect both efficiency [12] and aerodynamic stability [9, 26]. Then, relative motions between fixed and rotating parts induce periodic unsteady flows that also modify overall performance, aerodynamic stability and the development of secondary flows [2, 3]. The improvement of the compressor robustness and performance (for example by using control devices in the tip leakage region [24]) requires thus a better understanding of the flow physics that takes place in these systems.

Complementary to experimental investigations, the numerical simulation of flows, commonly referred to as Computational Fluid Dynamics (CFD), is a very promising way to investigate flows at real operating conditions. However it is still a challenge for CFD to predict the flow in industrial compressors. Such high Reynolds number flows imply a large range of turbulent flow scales
that can not be properly resolved at the same time with current computing means, meaning turbulence modelling is necessary.

On the one hand, the Reynolds Averaged Navier-Stokes (RANS) formalism, which proposes to model all turbulent scales, is the most common and mature method. The unsteady RANS (URANS) approach is a natural extension of the RANS formalism to address unsteady flows, including non-periodic flows such as aerodynamic instabilities [25, 21]. On the other hand, LES introduces the notion of scale separation by explicitly or implicitly spatially filtering the large unsteady flow motions from the small more universal turbulent flow scales. LES appears as a promising method to reduce the level of modelling and increase the reliability of CFD predictions [45, 42]. This is reflected by the numerous recent works dealing with LES applied to a wide range of turbomachinery problems, such as off-design operating conditions [23, 33], secondary flows [53, 6], heat transfer [13, 54, 5, 18] and aero-acoustics [22]. However, most works reported in the literature only deal with isolated rotor or stator geometries. Among the few works dealing with rotor/stator configurations [39, 33, 22, 44], most of them consider modified designs (blade rescaling, quasi-3D assumptions, etc.) or unresolved boundary layers (wall law approach, etc.) to reduce the computational cost. At this time, and except seldom works [50, 51], there is also a lack of recommendations about numerical methods and mesh requirements to apply LES to turbomachinery.

This paper presents the numerical methods, based on unsteady RANS
and LES formalisms, to predict the unsteady turbulent flow in an axial compressor stage. For both approaches, the geometry takes into account for the whole 3D flow (including rotor tip clearance) and the real ratio between the number of rotor blades and stator vanes. This paper is organized in four sections. In the first section, the compressor test case is presented along with the CFD code. The computational domain and set of boundary conditions are detailed as well as the computational cost related to URANS and LES. The second section focuses on the evaluation of the sensitivity of LES results to the grid density, through the comparison of boundary layer profiles and production of turbulent kinetic energy with three different grids. In the third section, the influence of turbulence and transition modelling is evaluated on the URANS predictions. Last, a comparison between LES and URANS results is done with experimental measurements, with a particular emphasis on the dataset at nominal operating conditions.

**EXPERIMENTAL CONFIGURATION**

The test case is the CME2 compressor, originally investigated at the LEMFI laboratory [14, 36] and now located at the Fluid Mechanics Institute of Lille (France). This axial compressor is designed by SNECMA to provide representative unsteady rotor-stator interactions encountered in modern high-pressure compressors. Fig. 1 shows a view of the compressor and the dashed box pointed out the simulated part of the machine. Four struts are also located upstream the compressor at the entrance of the inlet duct. The
outer tip radius is 0.275 m and the tip clearance represents 0.8% of the rotor span. Table 1 gives some information about the geometry of the compressor. The nominal rotation speed is 6,330 ± 14 rpm, which corresponds to a relative Mach number at tip of 0.53. The Reynolds number based on the rotor chord and the rotor exit velocity at mid-span is about 700,000. At the nominal operating point, the mass flow $Q$ is $10.50 \pm 0.1$ kg.s$^{-1}$, the total-to-total pressure ratio $\pi$ is 1.15 and the isentropic efficiency $\eta$ is 0.92.

The ratio between the numbers of rotor blades and stator vanes allows to consider only a tenth of the configuration without modification of the geometry. This compressor has been largely used for CFD-based studies, such as off-design flows [16], aero-acoustics [11] and control [19].

![Figure 1: Axial view of the experimental compressor CME2. The plane at $x = 75$ mm is located at 18% of the rotor chord downstream the rotor and the plane at $x = 194$ mm is located at 50% of the stator chord downstream the stator.](image)
Table 1: Characteristics of the CME2 test case.

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Blade passing frequency $f_{BPF}$</td>
<td>3.165 Hz</td>
</tr>
<tr>
<td>Tip rotor speed $(\omega R)_{tip}$</td>
<td>182.0 m.s$^{-1}$</td>
</tr>
<tr>
<td>Number of rotor blades $N_R$</td>
<td>30</td>
</tr>
<tr>
<td>Number of stator vanes $N_S$</td>
<td>40</td>
</tr>
<tr>
<td>Rotor blade chord</td>
<td>84 mm</td>
</tr>
<tr>
<td>Stator blade chord</td>
<td>77 mm</td>
</tr>
<tr>
<td>Axial gap (mid-span)</td>
<td>20 mm</td>
</tr>
<tr>
<td>Tip clearance</td>
<td>0.5 mm</td>
</tr>
<tr>
<td>Hub to tip ratio</td>
<td>0.78</td>
</tr>
</tbody>
</table>

TOOLS AND METHOD

_Governing equations_

The governing equations are the unsteady compressible Navier-Stokes equations that describe the conservation of mass, momentum and energy. The fluid follows the ideal gas law $p = \rho r T$, where $r$ is the mixture gas constant. The fluid viscosity follows Sutherland’s law and the heat flux follows Fourier’s law. For LES, the separation of scales is obtained by filtering out the small flow scales that can not be properly represented by the mesh, their effects on the filtered field being modelled by the so-called Sub-Grid-Scale (SGS) model. LES involves the spatial Favre filtering operation that reduces for spatially, temporally invariant and localised filter functions to

$$
\tilde{f}(x, t) = \frac{1}{\rho(x, t)} \int_{-\infty}^{+\infty} \rho(x', t) f(x', t) G(x' - x) \, dx' ,
$$

(1)
where $G$ denotes the box filter function ($G = 1$ for spatial wavelengths $\lambda > \lambda_c$ else $G = 0$). The value of $\lambda_c$ depends explicitly on the mesh dimensions. The unresolved SGS stress tensor $\tau_{ij}^{SGS}$ is modelled using the Boussinesq assumption [48]

$$\overline{\tau}_{ij}^{SGS} = 2 \overline{\rho} \nu_{SGS} \tilde{S}_{ij},$$

(2)

with $\tilde{S}_{ij} = \frac{1}{2} \left( \frac{\partial \tilde{u}_i}{\partial x_j} + \frac{\partial \tilde{u}_j}{\partial x_i} \right)$. (3)

In Eq. (2), $\tilde{S}_{ij}$ is the resolved strain rate tensor and $\nu_{SGS}$ is the SGS turbulent viscosity. The SGS energy flux $\overline{q}_{it}^{t}$ is modelled using a SGS turbulent heat conductivity obtained from $\nu_{SGS}$ by $\lambda_t = \overline{\rho} \nu_t / Pr_t$ where $Pr_t = 0.9$ is a constant turbulent Prandtl number. The value for $Pr_t$ is chosen arbitrarily but its effect can be minimized by resolving properly the boundary layers, so the turbulent contribution can be neglected in the viscous sub-layer provided that the SGS model has the appropriate behavior (close to walls, $\nu_{SGS} \approx 0$).

Compared to LES, the RANS strategy is based on the modeling of all the turbulent scales. The Reynolds stress tensor $\tau_{ij}^{RANS}$ in the RANS equations is expressed as (using the Boussinesq eddy viscosity assumption)

$$\overline{\rho} \tau_{ij}^{RANS} = 2 \overline{\rho} \nu_t \tilde{S}_{ij} - \frac{2}{3} \overline{\rho} k \delta_{ij},$$

(4)

where $\nu_t$ is the turbulent viscosity and $k$ the turbulent kinetic energy, both provided by the turbulence model.
Flow solver and numerical parameters

Both LES and (U)RANS equations are solved using the CFD code *elsA*. This software uses a cell centered approach on structured multiblock meshes. More information about the flow solver can be found in [8] for modeling capabilities and in [17] for High-Performance Computing capabilities.

For LES and URANS simulations, convective fluxes are computed with a third-order upwind scheme [38]. Diffusive fluxes are computed with a second-order centered scheme. For URANS, two turbulence models will be compared to estimate the turbulent viscosity \( \nu_t \): the two equations model of Smith [49] based on a \( k-l \) formulation and the two equations model of Menter [34] based on a \( k-\omega \) formulation. The method to predict boundary layer transition is discussed in section 3. For LES, the subgrid scale model is the Wall-Adapting Local Eddy-Viscosity (WALE) model [37], specially built to compute the turbulence effects in wall bounded flows (the value of \( \nu_{SGS} \) vanishes at walls).

The time-marching is ensured by a second order Dual Time Stepping method [27], which relies on an implicit scheme (with a scalar Lower-Upper Symmetric Successive Over-Relaxation -LU-SSOR- method [52]) and a Newton’s algorithm for the inner loop (with about 10 sub-iterations per physical time step).

Boundary conditions

An injection condition is applied at the inlet with flow parameters based on experimental data \( (P_{i,0} = 101,325 \text{ Pa}, \; T_{i,0} = 288 \text{ K and } \alpha = 0^\circ) \). To
reduce the computational cost, the four struts located upstream and downstream the compressor are not meshed. Their influence on the inlet flow is thus taken into account through the turbulent intensity imposed at the inlet, $T_{u0} = 2\%$. Unfortunately, no information is available in the experiments about the turbulent length scale so the value is chosen arbitrarily, $l_0 = 5 \text{ mm}$ (i.e. 8% of the rotor span). For LES, the boundary condition relies on a simplified version of the Synthetic Eddy Method [28], which introduces some perturbations in the flow that mimic the effects of turbulence. This method has been implemented in the code elsA and validated for aerodynamic applications in turbomachinery [18]. Unfortunately, the turbulent dissipation is sensitive to the grid quality with this approach. Other methods (not yet implemented in the present CFD flow solver) have been proposed in the literature (such as the precursor simulation [30]) which allows a more accurate control of the value for the freestream turbulent intensity.

At the outlet, a throttle condition is coupled with a simplified radial equilibrium to set the value of the static pressure $p_{s,2}$:

$$p_{s,2}(t) = p_{ref} + \lambda Q(t)^2,$$  \hspace{1cm} (5)

with $p_{ref}$ a reference pressure (equals to the outside total pressure, 101, 325 Pa) and $\lambda$ the so-called throttle parameter that set the operating point (an increase of this parameter mimic the effect of a reduction of the throttle section, moving the operating point towards a lower mass flow). This boundary con-
dition is time-dependent (in the case of steady-RANS calculations, the value of the mass flow \( Q \) is updated at each iteration until it reaches a steady-state at convergence). To avoid spurious waves at the outlet, the exit is located at 1.5 chord downstream the stator trailing edge and the mean size of grid cells is enlarged when approaching the outlet (in order to increase dissipation). This approach leads to an overload of the mesh size (by about 5\%) but it allows an accurate control of the operating point (the relaxation parameter considered in classical non-reflective boundary conditions usually results in a drift of the operating point).

Walls are considered as adiabatic and a condition of periodicity is used for lateral sections. It means that no spatial wavelength higher than the spatial periodicity of the configuration, \( 2\pi/10 \), can develop, which forces the periodicity of unsteady flow patterns. The set of equations is solved in the relative frame of each row, meaning a dedicated boundary condition is needed to exchange information between the rotor and stator meshes. The method relies on the so-called ”sliding mesh” technique [15]. A polygon clipping is performed between the two sliding parts of the mesh at each time step (and stored to be reused to reduce the computational time) and thus it ensures the conservation of the exchanged fluxes (on a planar interface).

Mesh grid and time step

The flow domain is discretized with a multiblock approach, using an O-H meshing strategy for each passage. The mesh extends up to one rotor chord
uptream and 1.5 stator chord downstream the bladed region. The numerical
domain consists in three rotor blades and four stator vanes, in order to respect
the compressor periodicity. For both URANS and LES, the mesh represents
the whole 3D domain, including the tip gap. Three meshes are built: grid
M0 (the coarsest one), M1 and M2 (the finest one). All URANS simulations
are performed on grid M0 and LES are performed with the three grids, in
order to check the influence of grid refinement on the quality of results.

Information about grid dimensions are given in Table 2 (number of points)
and Table 3 (normalized cell dimensions at the wall in the streamwise $\Delta s^+$,
normal-to-the-wall $n^+$ and radial $r^+$ directions). To compare with the
present grids, the mesh criteria recommended in the literature to run a wall-
resolved LES [41, 31] are to use $50 < \Delta s^+ < 150$, $n^+ < 1$ and $15 < r^+ < 40$.

Table 2: Number of points per blade passage, in the rotor tip gap and total for the whole
configuration.

<table>
<thead>
<tr>
<th></th>
<th>Rotor tip gap</th>
<th>Stator</th>
<th>Whole domain</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mesh M0</td>
<td>$1.99 \times 10^6$</td>
<td>$95 \times 25 \times 41$</td>
<td>$1.69 \times 10^6$</td>
</tr>
<tr>
<td>Mesh M1</td>
<td>$15.95 \times 10^6$</td>
<td>$189 \times 49 \times 81$</td>
<td>$13.52 \times 10^6$</td>
</tr>
<tr>
<td>Mesh M2</td>
<td>$126.83 \times 10^6$</td>
<td>$377 \times 97 \times 161$</td>
<td>$107.55 \times 10^6$</td>
</tr>
</tbody>
</table>

The minimum cell size at walls is set to 5 $\mu$m for grid M0 ($n^+ \approx 1.4$) and
2 $\mu$m ($n^+ \approx 0.65$) for grid M1 and M2, respectively. Grid M0 is fine enough to
provide grid independent results for URANS. The evolution around rotor and
stator walls of normalized grid dimensions $\Delta s^+$, $n^+$ and $r^+$ is represented
in Fig. 2. Mesh criteria recommended in the literature to run wall-resolved
Table 3: Typical grid dimensions at wall (streamwise $s$, normal $n$ and radial $r$ directions).

<table>
<thead>
<tr>
<th></th>
<th>ROTOR</th>
<th>STATOR</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$\Delta s^+$</td>
<td>$\bar{n}^+$</td>
</tr>
<tr>
<td>Mesh M0</td>
<td>385</td>
<td>1.40</td>
</tr>
<tr>
<td>Mesh M1</td>
<td>180</td>
<td>0.65</td>
</tr>
<tr>
<td>Mesh M2</td>
<td>90</td>
<td>0.65</td>
</tr>
</tbody>
</table>

LES are satisfied only with grid M2.

![Figure 2: Averaged grid dimensions at wall (LES on mesh M2) around (a) rotor blade and (b) stator vane.](image)

The time step is adapted to the mesh resolution at walls: $\Delta t^+ = \Delta t \times f_{BPF}$ is set to 0.0025 (i.e. $\Delta t = 7.90 \times 10^{-7}$ s, 400 time steps per rotor blade passing period) for the simulations on grid M0 and to 0.00125 (i.e. $\Delta t = 3.95 \times 10^{-7}$ s, 800 time steps per rotor blade passing period) for simulations on grids M1 and M2, respectively. In all cases, the maximum CFL number,
based on the cubic root of the cell volume, is lower than 12.

*Estimation of the computation cost*

Table 4 shows the number of computation cores used for each simulation and the whole computational time (expressed in number of CPU hours\(^1\) necessary to perform one rotation of the compressor). The strategy used to reduce the cost of simulations is to run first URANS and use the final flow field to initialize LES (M0) and so on until LES (M2). The periodic state is achieved for URANS in 2 rotations at nominal operating conditions (4 rotations are necessary close to the stall limit). Then, LES (M0), LES (M1) and LES (M2) requires 1, 0.5 and 0.5 (respectively) rotation to converge statistics. The extraction of data for analysis is then performed on a full rotation for each of the three LES.

As shown in Table 4, the CPU cost is not proportional to the mesh and time step sizes. While the theoretical cost ratio from LES (M0) to LES (M1) should be 16 (×8 for the mesh size and ×2 for the time step), it is close to 21. From LES (M0) to LES (M2), it is even worst since the CPU cost ratio is close to 570 instead of 128. The boundary condition at the rotor/stator interface (the sliding mesh technique) is responsible for this overcost. First, the unbalance of the mesh cells associated to the boundary condition between all computational cores tends to minimize the speed-up [20]. Then, the whole

\(^1\)the simulation is run on the BULL Intel Sandy Bridge supercomputer "Curie" of the "Très Grand Centre de Calcul du CEA".
cost of the boundary condition directly depends on the number of cells at the rotor/stator interface (which increases roughly by a factor 4 at each mesh refinement), due to the cost of interpolations.

Table 4: Evaluation of the computation cost. The third line indicates the CPU cost to perform one rotation and the fourth one the cost of the whole simulation (including the time needed to extract data).

<table>
<thead>
<tr>
<th></th>
<th>URANS (M0)</th>
<th>LES (M0)</th>
<th>LES (M1)</th>
<th>LES (M2)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Total number of rotations</td>
<td>2</td>
<td>2</td>
<td>1.5</td>
<td>1.5</td>
</tr>
<tr>
<td>Number of CPUs</td>
<td>16</td>
<td>16</td>
<td>64</td>
<td>1,024</td>
</tr>
<tr>
<td>Cost/rot. (CPUh)</td>
<td>1,920</td>
<td>1,910</td>
<td>40,530</td>
<td>1,091,170</td>
</tr>
<tr>
<td>Total cost (CPUh)</td>
<td>3,840</td>
<td>3,820</td>
<td>60,795</td>
<td>1,636,755</td>
</tr>
</tbody>
</table>

INFLUENCE OF GRID DENSITY ON LES PREDICTIONS

Figure 3 presents an instantaneous flow field shaded with density gradient $|\nabla \rho|/\rho$, extracted from LES on grid M2 close to the casing ($h/H = 90\%$). This flow field shows an overview of the flow patterns that develop in the compressor: the tip leakage flow (close to the rotor suction side) generates very high turbulent activity that is then convected downstream, mixing with the rotor wakes and finally impacting the stator leading edge. The lower velocity in the wake (compared to the mean flow) forces the migration of turbulent flow patterns towards the stator pressure side (so a higher turbulent activity is expected on the vane pressure side than on the vane suction side). This picture indicates that a large range of scales exist in the flow (boundary
layer vortices, inlet turbulence, wake vortices, tip leakage flow, etc.). Such
difference of scales represent a big challenge to be properly computed with
LES.

![Instantaneous flow field shaded with density gradient](image)

Figure 3: Instantaneous flow field shaded with density gradient $\nabla \rho / \rho$ at $h/H = 90\%$ (LES, grid M2). Flow comes from left to right and rotor rotates from bottom to up.

The quality of LES results is evaluated by quantifying the effect of mesh
density on the prediction of boundary layer profiles, Fig. 4. All data are
time-averaged over one rotor revolution. Results presented in Fig. 4(a) in-
dicate that LES (M1) and LES(M2) predicts the same value for the relative
streamwise velocity $W_s$ outside the boundary layer, while LES (M0) predicts
a value higher by 2%. Close to wall, the effect of grid refinement is more
important: compared to LES on grid M2, LES on grid M0 under-estimates
$W_S$ by 60% at $n/\delta = 0.10$.

![Figure 4](image_url)

Figure 4: Influence of the mesh density on the time-averaged boundary layer profiles, rotor suction side at $h/H = 50\%$ and $S/C = 80\%$: a) mean relative streamwise velocity $W_S$ and b) mean resolved turbulent kinetic energy $k$.

Fig. 4(b) compares the influence of grid density on the production of the time-averaged resolved turbulent kinetic energy $\overline{k}$, defined as:

$$\overline{k} = \frac{1}{2} \left( \overline{w_x'^2} + \overline{w_\theta'^2} + \overline{w_r'^2} \right). \quad (6)$$

The production of $\overline{k}$ is overestimated by LES (M0) and LES (M1) compared to LES (M2): LES (M0), respectively LES (M1), predict a peak $\overline{k}_{max}/W_{S,\infty}^2 = 0.030$ (respectively $\overline{k}_{max}/W_{S,\infty}^2 = 0.020$) at $n/\delta = 0.15$ (respectively at $n/\delta = 0.09$). LES (M2) finds the maximum $\overline{k}_{max}/W_{S,\infty}^2 = 0.016$ at $n/\delta = 0.06$ (corresponding to $n^+ \approx 40$). As reported in the literature [46], the maximum production of $k$, without pressure gradient, should be observed at $n^+ \approx 10 - 20$. 
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To check the quality of LES results in the boundary layers, Fig. 5 shows a comparison of the resolved $\epsilon_R$ and modeled $\epsilon_{SGS}$ parts of the dissipation tensor $\epsilon_{ij}$, defined as

$$\epsilon_{ij} = 2(\nu + \nu_{SGS}) < \tilde{S}_{ij}\tilde{S}_{ij}>.$$ \hfill (7)

Only the homogenous part of the scalar trace of the dissipation tensor is taken into account to evaluate $\epsilon$, which is a reasonable assumption as shown by Antonia et al. [43] (contribution of cross terms is neglected). The contribution of the resolved field to the total dissipation is obtained by computing separately $\tau_R$ (due to natural flow viscosity $\nu$) and $\tau_{SGS}$ (due to the viscosity provided by the model $\nu_{SGS}$).

The maximum value of the dissipation is located at the wall. The contribution of the model is negligible from $n/\delta = 0$ (the SGS model ensures $\nu_{SGS} = 0$ at walls) to $n/\delta = 0.06$ where it reaches its maximum. Then from $n/\delta = 0.06$ to $n/\delta = 0.80$, the resolved $\tau_R$ and the modeled $\tau_{SGS}$ dissipations are of the same magnitude order. For $n/\delta > 1.0$, the resolved contribution to the dissipation becomes higher by one order of magnitude.

The dissipation $\epsilon$, as defined in Eq. (7), and assuming $\epsilon \approx \frac{1}{3} \times tr(\epsilon_{ij})$, is used to estimate a pseudo-Kolmogorov length scale $\eta_k$, such as

$$\eta_k = \left(\frac{\nu^3}{\epsilon}\right)^{\frac{1}{4}}.$$ \hfill (8)

To be accurate, the estimation of the Kolmogorov length scale $\eta_k$ requires
the dissipation $\epsilon$ is computed by means of DNS data (and not LES data). However, in the present case, the contribution of the model (grid M2) is of the same magnitude order (or lower) than the contribution of the resolved field, so the magnitude order of the Kolmogorov length scale should be correct.

This pseudo-Kolmogorov length scale is then compared with the typical length scale of the meshes, defined as

$$ L_{\text{mesh}} = (\Delta L_s \times \Delta L_n \times \Delta L_r)^{\frac{1}{3}}, \quad (9) $$

where $L_i$ is the size of the mesh cell in direction $i$.

The comparison between $L_{\text{mesh}}$ and $\eta_k$ is shown in Fig. 6. Close to the wall, the Kolmogorov length scale is found to be 2.5 times smaller than the
typical mesh size of grid M2, $L_{wall,M2}$, and 10 times smaller compared to $L_{wall,M0}$. The difference rapidly decreases in the boundary layer and for $n/\delta > 1.0$ (i.e. outside the boundary layer), the Kolmogorov length scale is of the same magnitude order than the typical size of mesh M2, $L_{M2}$. This comparison confirms that LES on grid M2 properly resolves turbulent flow patterns, at least outside the boundary layer.

![Figure 6: Comparaison of the Kolmogorov length scale $\eta_k$ with the mesh length scale normalized with the boundary layer thickness $\delta$, on the rotor suction side, at $h/H = 50\%$ and $S/C = 80\%$ (LES, grid M2).](image)

Two conclusions are drawn from these results. First, the contribution of the model is still significant in a part of the boundary layer (it ensures half of the dissipation with grid M2 in the region $0.06 < n/\delta < 0.80$), but it is found to be small outside of the boundary layers. Then, unfortunately, there
is a lack of evidences that grid M2 is fine enough to provide grid-independent time-averaged statistics close to walls. In that regard, criteria recommended in the literature to run wall-resolved LES in academic configurations [41, 31] are probably not restrictive enough for turbomachinery flows (due to complex geometry walls and adverse pressure gradient).

**INFLUENCE OF TURBULENCE MODELLING ON URANS PREDICTIONS**

The accuracy of (U)RANS simulations largely relies on the turbulence modelling. The effects of the model onto the solution to the model is thus briefly studied by testing two first order models classically used for turbomachinery applications. Unsteady RANS simulations are performed with the $k - \ell$ turbulence model of Smith [49] and the $k - \omega$ model of Menter [34]. The whole performance curve of the compressor is described to evaluate the sensitivity of the solution to the turbulence modelling. Results are compared on Fig. 7(a) for the pressure ratio and Fig. 7(b) for the isentropic efficiency. The influence on pressure ratio and isentropic efficiency is small for largest mass flows (about 0.2%), but it increases when approaching the stability limit. At nominal operating conditions, the difference on the isentropic efficiency is about 0.5% and it reaches 4% at near stall operating conditions ($Q = 9.0 \text{ kg/s}$). Moreover, the stability limit is not predicted at the same mass flow (the criterion used to estimate the stability limit is the development of axial low frequencies, which are not correlated with the blade passing
frequency, such as induced by rotating stall). The simulation with the $k - l$ model fails to achieve a periodic state below $Q = 9.00 \, \text{kg/s}$. The $k - \omega$ model predicts the last stable point at $Q = 8.40 \, \text{kg/s}$, which is closer to the value reported during the experimental campaign ($Q = 8.57 \pm 0.09 \, \text{kg/s}$).

![Figure 7: Unsteady RANS predictions of the compressor mean performance: a) total-to-total pressure ratio and b) isentropic efficiency. The experimental stability limit is found at $Q = 8.57 \, \text{kg.s}^{-1}$.](image)

Another source of uncertainty remains the state of boundary layers, for which there is no information in the experiments. Indeed, it has been chosen to compare the URANS prediction obtained with the $k - \omega$ turbulence model of Menter [34] without and with transition modelling. The method retained to detect transition is based on the work of Menter et al. [35] who proposed to use two transport equations for the intermittency factor $\gamma$ and the Reynolds number based on the transition momentum thickness $Re_{\theta,t}$. This method has been implemented and validated in the CFD flow solver elsA [4]. The prediction of the onset of laminar-to-turbulent transition is based on the
correlations proposed by Langtry et al. [29], which improve the original Abu-Ghannam and Shaw [1] criterion at low turbulence level ($Tu < 3\%$ ) and represent a trade-off between the Abu Ghannam and Shaw and Mayle [32] correlations at higher turbulence level.

A simulation is run at nominal operating conditions ($Q \approx 10.5$ kg/s) to highlight the effect of transition onto the numerical predictions. A comparison of the turbulent kinetic energy produced in the rotor and stator boundary layers is shown in Fig. 8, at a wall distance of 100 $\mu$m (corresponding to $n/\delta \approx 0.03$). Without transition criteria (fully turbulent boundary layer), the maximum production of turbulent kinetic energy $k$ is found at the leading edge, due to the high strain rate. Then the value of $k$ is decreasing along the wall and it reaches a minimum at the trailing edge. When transition effects are included in the simulation, transition occurs at $S/C = 0.40$ on the rotor suction side and $S/C = 0.30$ on the rotor pressure side. On the stator, transition spreads from $S/C = 0$ to $S/C = 0.45$ on the suction side and from $S/C = 0$ to $S/C = 0.25$ on the pressure side. The fact that transition occurs sooner on the stator pressure side is related to the migration towards the pressure side of the turbulent flow patterns contained in the rotor wake.

**COMPARISON WITH EXPERIMENTAL DATA**

The comparison of URANS and LES results is shown in Fig. 9(a) (pressure ratio $\pi$) and Fig. 9(b) (efficiency $\eta$). The whole performance characteristic is described with the URANS approach (without transition effects) and with
Figure 8: URANS predictions of the turbulent kinetic energy $k$ in the boundary layer, at a wall distance of 100µm ($n/δ ≈ 0.03$), at $h/H = 50\%$: a) rotor blade and b) stator vane.

LES on grid M1. The shape of the isentropic efficiency curve predicted with URANS is steeper than the one predicted with LES. While URANS predicts a decrease by 8\% of the efficiency from the nominal operating point to the last stable point, this decrease is only 3\% with LES.

For the pressure ratio curve, both URANS and LES predicts a similar shape, which matches well with the shape of the experimental curve, except close to the stall limit where the decrease of the pressure ratio is more pronounced in the experiments. Both methods also predicts the same stability limit at $Q_{stall} = 8.40 \text{ kg/s}$, which is close to the experimental value of 8.57 kg/s.

The performance at nominal operating conditions ($Q \approx 10.50 \text{ kg/s}$) are compared for five simulations, Table 5: three LES (on grids M0, M1 and M2) and two URANS calculations (without and with transition modelling).
As a general manner, URANS under-predicts the compressor performance while LES over-predicts it. When the transition effects are added in the URANS simulation, the results are closer to the LES ones, and close to the experimental values (differences on the pressure ratio and efficiency are resp. 0.05% and 0.75%). The LES predictions for both pressure ratio and efficiency are also close to each other: from grid M0 to grid M2 the efficiency and pressure ratio increase by 0.45% and 0.10%, respectively.

Three observations are noticed from this comparison: 1) transition effects have a strong influence on the performance predicted with URANS (2.15% on the efficiency), 2) the effect of the grid density onto the performance predicted with LES is moderate (less than 0.5% on the efficiency from the
Table 5: Mean performance at nominal operating conditions. The values predicted by the numerical simulations are expressed as a difference with experimental values.

<table>
<thead>
<tr>
<th></th>
<th>Mass flow Q</th>
<th>Pressure ratio π</th>
<th>Isentropic efficiency η</th>
</tr>
</thead>
<tbody>
<tr>
<td>Experiments</td>
<td>10.50 kg/s</td>
<td>1.150</td>
<td>0.92</td>
</tr>
<tr>
<td>LES (grid M0)</td>
<td>+1.80%</td>
<td>+0.60%</td>
<td>+2.50%</td>
</tr>
<tr>
<td>LES (grid M1)</td>
<td>+2.30%</td>
<td>+0.65%</td>
<td>+2.80%</td>
</tr>
<tr>
<td>LES (grid M2)</td>
<td>+2.40%</td>
<td>+0.70%</td>
<td>+2.95%</td>
</tr>
<tr>
<td>URANS (without transition)</td>
<td>+2.50%</td>
<td>−1.40%</td>
<td>−2.90%</td>
</tr>
<tr>
<td>URANS (with transition)</td>
<td>−0.40%</td>
<td>−0.05%</td>
<td>−0.75%</td>
</tr>
</tbody>
</table>

To highlight the differences between URANS and LES, a comparison of the time-averaged axial velocity flow fields at rotor/stator interface is shown in Fig. 10. The data are extracted from LES (grid M2) and URANS (with transition modelling) database. The location as well as the velocity deficit induced by the stator potential effects are in good agreement on the whole span. The main difference is observed in the stator pressure side / casing corner where LES shows a lower velocity deficit than predicted with URANS.
Figure 10: Time-averaged 2D flow fields of axial velocity $W_x / (\omega R)_{tip}$ at the rotor/stator interface, at $x = 78$ mm (nominal operating point): a) LES (grid M2), b) URANS with transition modelling. The dashed box points out the region where the tip leakage flow modifies the main flow.

Time-averaged axial velocity signals are extracted at 50% and 80% of the span and compared with experimental data in Fig. 11. At 50% of the span, both LES and URANS match well the shape of experimental profiles and predict correctly the velocity deficit due to the stator potential effect. LES and URANS underestimates the maximum axial velocity in the main flow, resp. by 3% and 4% (in the case of LES, it corresponds to the difference observed on the mass flow rate, Table 5). At 80% of the span, LES matches well the experiments, in terms of shape and value. URANS correctly predicts the velocity deficit in the vicinity of the stator leading edge, but it under-predicts the axial velocity in the main flow by 2% and it does not reproduce the shape of the experimental data around the maximum velocity.

The evolution of the axial velocity with respect to the time is shown in
Figure 11: Time-averaged signals of axial velocity $W_{x}/(\omega r)_{tip}$ at the rotor/stator interface at $x = 78$ mm (nominal operating point): a) $h/H = 50\%$ and b) $h/H = 80\%$. Experimental data are extracted from [14].

Fig. 12, at the rotor/stator interface ($x = 78$ mm) and an azimuth corresponding to the middle of the stator passage ($\theta.N_{S}/2\pi = 0.40$). LES results and experimental data are phase-averaged using the blade passing period.

The wake characteristics predicted with LES and URANS are compared to experiments, in terms of depth $D_{wake}$ (normalized by the tip speed $(\omega R)_{tip}$) and thickness $\theta_{wake}$ (normalized by the rotor pitch $2\pi.r/N_{R}$), Table 6. As shown in Fig. 12, the depth is the velocity deficit between the main flow and the minimum velocity inside the wake and the thickness is the ”effective size” of the wake corresponding to $W_{x} < (W_{x,main\ flow} - \sqrt{2}/2 \times D_{wake})$.

At mid-span, the discrepancies between LES predictions and measurements on the wake thickness and depth (velocity deficit) are resp. -10% and -10%. For URANS, these discrepancies are resp. +25% and +20%. Close to the casing ($h/H = 80\%$), both LES and experimental measurements show
a reduction of the rotor wake thickness and depth, while URANS predicts an increase of its thickness and no modification on the depth. For LES, the discrepancies with measurements on thickness and depth are resp. -15% and -10%. URANS does not capture the good tendency close to the casing: at $h/H = 80\%$ discrepancies on thickness and depth increase to resp. -65% and -30%. LES underpredicts the size of the rotor wake while URANS over-predicts it. However, LES provides data closer to experimental values than URANS, especially close to the casing.

CONCLUSION

This paper relates the investigations done to simulate the turbulent compressible flow in a stage of an axial compressor, at Reynolds number $Re =$
7 × 10^5 which is relevant to industrial applications. Two numerical methods have been tested: URANS and LES. The simulation cost ratio, in terms of CPU hours, between URANS and LES on the finest grid (about 10^9 points) is 500.

A particular care has been brought on the LES grid to ensure academic criteria (Δs^+ < 150, n^+ < 1 and Δr^+ < 40) recommended for wall-resolved flows. However, the grid sensitivity study conducted in this paper fails to validate these criteria, which are probably not restrictive enough for complex geometries and flows as encountered in turbomachinery (pressure gradient, rotation effects, etc.). Further work is thus mandatory to provide guidelines for such wall-resolved LES. The results also indicate that transition in the rotor occurs at mid-chord, which is in contradiction with the assumption of fully turbulent boundary layers, often used at such Reynolds numbers. At nominal operating conditions, the influence of transition on the efficiency reaches 2%.

The comparison with measurements shows that both URANS and LES correctly estimate the time-averaged quantities at mid-span. This study also

<table>
<thead>
<tr>
<th></th>
<th>Depth [D_{wake}/(ωR)_{tip}]</th>
<th>Thickness [θ_{wake}/(2πr/N_R)]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Experiments</td>
<td>0.13 0.10</td>
<td>0.14 0.12</td>
</tr>
<tr>
<td>LES</td>
<td>-10% -15%</td>
<td>-10% -10%</td>
</tr>
<tr>
<td>URANS</td>
<td>+25% +65%</td>
<td>+20% +30%</td>
</tr>
</tbody>
</table>

Table 6: Evaluation of the rotor wake characteristics at the rotor/stator interface (x = 78 mm), at nominal operating conditions. The values predicted by the numerical simulations are expressed as a difference with experimental values.
confirms that LES better predicts the unsteady flow features than URANS, especially near the casing. However, LES doesn’t improve the prediction of the mean performance (efficiency and pressure ratio) compared to URANS.

The conclusion of this paper is that LES opens a ”Pandora’s box”: while it has the potential to improve the quality of numerical predictions for turbomachinery flows, it is also much more sensitive to ”details” than URANS. Indeed, further works is needed to improve the accuracy of LES, by investigating the role of real geometry effects and boundary conditions (inflow turbulence, adiabatic walls, wall roughness, etc.). The knowledge of boundary conditions requires to work in a more integrated fashion with people doing the experiments.
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